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LIMITATIONS ON THE ACTIVITY OF BUSINESS ANGELS

IN FINANCING STARTUPS

Edyta Cegielska™

SGH Warsaw School of Economics, Poland

ABSTRACT

The article aims to identify limitations on the activity of business angels (also known as “angel investors™)
in financing startups. Business angels are the main source of external capital for startups, aside from family
and friends. However, the degree to which they are active in the economy, in Poland and in other countries,
is bound by certain restrictions, a number of which are related to supply and demand. The article seeks to
deepen the theoretical considerations of these limitations from the perspective of demand and supply con-
straints. The study demonstrates that on the demand side, the greatest limitations that hinder business angels
from financing startups are overly-complicated tax laws and a lack of tax incentives for investment activities.
On the supply side, it is the failure to meet investment criteria imposed by business angels. Based on the
conducted research, it can be concluded that without the interference of public institutions it will be difficult
to effectively reduce the limitations on the activity of business angels.

Key words: sources of financing, entrepreneurial finance, startups, business angel, business angel investment

JEL codes: .26, M 13, G24

INTRODUCTION

Business angels as a source of financing for startups
appear both in the model of financing sources of inno-
vative undertakings proposed by Sherman, as well as
the concept of “funding-escalator” presented by Mason
[Sherman 2005, Mason and Harrison 2000]. They are
perceived as investors interested mainly in the initial
stages of startup development (pre-seed, seed) [Mason
and Harrison 2008, Croce et al. 2016, EBAN 2018].
Practice indicates, however, that startups in the ini-
tial stage of development are financed mainly by equity
from the founders, loans from family and friends (the
“3Fs”) and public funds. Business angels or venture
capital funds come second [Sherman 2005, Mason and
Harrison 2008]. For example, in Germany in 2014—
—2017, startups were financed by public funds (32%),
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family or friends (31%), business angels (25.4%),
venture capital (21%), bank loans (12%) and other
sources [Deutcher 2017]. In Poland, according to data
from 2017, startups were primarily financed from own
funds, including reinvested revenues (68%), and only
secondly by venture capital funds (domestic or foreign
funds, 40%), EU funds 38% [PARP/NCBIiR] and 33%
by business angels [Beauchamp and Kowalczyk 2016,
Beauchamp et al. 2017].

A high percentage of startups supported by venture
capital funds in Poland may result from their increasing
activity at all stages of the startup’s development and
insufficient activity of business angels [Deloitte 2016].
In addition, the share of public programs in the financ-
ing of startups in Poland shows a strong upward trend.
This mainly applies to funds obtained from PARP and
NCRD, but also to domestic accelerators. It is there-
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fore difficult for business angels to compete with pub-
lic funds, mainly because these funds do not require
the founders to give up any shares and are largely
non-returnable. However, the fact that Polish startups
prefer first venture capital funds as a source of financ-
ing rather than business angels, despite the different in-
vestment characteristics of both sources of financing, is
striking. On the other hand, considering the fact that the
Polish startup ecosystem is just developing, and busi-
ness angels are not very active due to numerous barri-
ers both on the demand and supply side, their roles are
quite effectively taken over by venture capital funds.
This proves that there is a need to learn and explain
why the activity of business angels in financing startups
is low. The timeliness and significant importance of the
research problem shows that the obtained results can
be an important source of knowledge for all institutions
interested in supporting the development of startups.
The purpose of this research is to indicate the limi-
tations of business angel activity in the financing of
startups. These limitations were considered from the
supply side and from the demand side of the startup
project market. The demand side is represented by
business angels who report demand for investment
projects presented by startups. The supply side is rep-
resented by startups themselves. The added value of
this publication is a comprehensive review of the re-
strictions on the activity of business angels in financ-
ing startups, considering both the demand and supply
sides. The research to date has had a much narrower
scope than the division of restrictions on the activity of
business angels which is adopted in the study.

BUSINESS ANGELS AND THEIR INVESTMENT
PREFERENCES

The term “business angels” comes from Broadway,
New York from the late nineteenth century. It was de-
fined as rich investors who provided high-risk capital
for financing the production of new musicals and theat-
rical plays. Business angels have become a key source
of financing for risk-bearing, but promising business
projects. They have financially supported many well-
-known entrepreneurs, such as Alexander Graham Bell
(Bell Telephone) and Henry Ford [Ramadani 2009].
The pioneer of research on business angels in America

is Professor Bill Wetzel from the University of New
Hampshire in the USA.

The term business angels define investors inter-
ested in investments in enterprises at the initial stages
of development [Wetzel 1983]. A similar definition of
the subject is presented in the Cambridge Dictionary
[Cambridge Dictionary] and EBAN (European Busi-
ness Angels Network) [EBAN glossary 2018]. Mason
and Harrison [2008] define business angels as indi-
vidual investors acting independently or in formal or
informal syndicates who invest their own money di-
rectly in an unlisted company with which they have no
family connections. After the investment, they take an
active part in managing the enterprise as advisers or
members of the supervisory board.

As Preston [2004] points out, business angels play
an active part in the enterprise in which they invest.
Usually, these are people with extensive experience,
who know the industry and the market perfectly. Their
extensive contacts and commitment support innova-
tion and building the competitive advantage of a start-
up. The involvement of business angels is particularly
high in Great Britain, Ireland, and Central and Eastern
Europe [Marro and Borg 2016].

The capital provided by business angels is referred
to as “patient capital”. Business angels invest in av-
erage term (from 5 to 10 years) and long term (over
10 years). They may withdraw their shares from the
investment by selling shares to a trade investor, found-
ers, venture capital fund or entering the stock exchange
[Dibrova 2015, Mason and Botelho 2016, Marro and
Borg 2016].

The expectations of business angels regarding the
average rate of return on investment varies depending
on the country. In Austria, Germany and the countries
of Central and Eastern Europe, they are higher than
in other regions of Europe and range from 30 to 41%
on average [Marro and Borg 2016]. The investors pre-
fer entities from the Fintech sector (25.2%) and ICT
(21.3%) [EBAN 2017]. Although less than a decade
ago the ICT sector was the main sector preferred by
business angels in Europe, other sectors such as health
care, Biotech, Mobile, Energy, Finance and Business
Services constituted a small percentage among start-
ups financed by business angels (less than 10%) [Ma-
son and Harrison 2008, EBAN 2010].

acta_oeconomia.sggw.pl
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In some countries, finding business angels is very
difficult. This is because business angels prefer lo-
cal investments due to the ease of business manage-
ment or the ease of performing due diligence [Preston
2004]. This is also confirmed by the studies of Marro
and Borg [2016] and the EBAN 2017 Statistics Com-
pendium. However, Devigne et al. [2013] gives a dif-
ferent opinion. The authors argue that nowadays the
choice of business angel investment location is prac-
tically unlimited due to the globalization of financial
markets [Devigne et al. 2013].

Great importance is given in the financing of start-
ups not only to individual angels, but also to their
groups or associations (networks). These groups are
perceived by angels as having many advantages. Busi-
ness angels can combine their capital to make larger
investments, enable diversification of investment
risk, undertake costly analysis of potential investment
projects as a group, and reduce the burden on individ-
ual members. Additionally, these groups are generally
more visible to entrepreneurs, and can finance more
transactions, which is an important factor. Groups are
also often led by leaders who are the most sophistic-
ated and active business angels in a given region,
which affects investment decisions and their effective-
ness [Kerr et al. 2014, Bonini et al. 2018].

Wetzel noted that “both the scale of investment
activity and the total number of business angels are
unknown and probably impossible to learn” [Wetzel

1983]. Collecting statistical information on the invest-
ment activity of angels is extremely problematic due
to the fact that the business angel market is unorgan-
ized and invisible to other investors, as well as to start-
ups. Not all individual investors perceive themselves
as business angels. A significant number prefer to pre-
serve their anonymity. They are not identified. There
is no business angel certification system.

RESEARCH METHODS

The article is a review article. The documentary
method of literature review was used to implement
the research problem. The use of the above-mentioned
method was aimed at enriching knowledge about the
limitations on the activity of business angels. The
most important element of the study was the search
for similarities and differences in the scope of restric-
tions on the activity of business angels in the world.
This subject is mainly discussed in countries where the
activity of business angels has been the largest so far,
i.e. in the United States and Great Britain.

Limitations on business angel activity occur on the
side of demand for investment projects represented by
business angels, as well as on the projects presented
by startups — the supply side [Wieczynski 2011]. Limi-
tations on the demand side are presented in Table 1.
The main factors limiting the demand side in Poland
are the lack of capital coming from business activities,

Table 1. Limitations on investment activity of business angels — demand side

Limitations on investment activity of business angels on the demand side

Lack of capital from business activities [Wieczynski 2011]

Lack of knowledge, experience and competence in searching for projects and conducting investments on the private market

Lack of tax incentives [Saublens 2007, Witblank 2009, Wieczynski 2011, Marro and Borg 2016]

Diverse legal regulations. Frequent changes of law (including tax regulations) and bureaucracy [AFME 2017]

Lack of information available about business angels [Marro 2016, Engineer et al. 2018]. The lack of a single market for
business angels; significant fragmentation of national and local ecosystems for startups [AFME 2017]

No exit strategy [Saublens 2007, Masonai Botelho 2016]

Lack of understanding of technology and startup potential arising from technology [Ewens and Rhodes-Kropf 2015, Plummer et

al. 2016, Cambosu 2018]

Issues related to the protection of intellectual property and patents [Maro 2016]

acta_oeconomia.sggw.pl
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and the lack of knowledge, experience and compe-
tence in searching for projects and conducting invest-
ments on the non-public market [Wieczynski 2011].
The activity of business angels according to Saublens
is very strongly dependent on taxes on private invest-
ment, capital gains or losses [Saublens 2007]. Marro
and Borg [2016] indicate that the domestic fiscal sys-
tem is the main obstacle for the investment of business
angels. Investors from Italy, Luxembourg, Poland, the
Netherlands, Croatia, Bulgaria, Ukraine, Denmark and
Finland particularly complain about the high level of
taxation in their country.

Tax incentives seem to have a large impact on busi-
ness angel investment decisions. According to Wilt-
bank’s research [2009], 24% of business angel invest-
ments would not have been made without tax incen-
tives. As Wieczynski and others [2011] point out, high
taxes, no tax breaks, and frequent changes of law and
bureaucracy are a major obstacle to angel activities in
Poland. Even though Wieczynski’s analysis took place
eight years ago, the situation in Poland has not fun-
damentally changed. According to the author, there is
no private capital or incentives to invest for individual
investors on risky projects at early stages of develop-
ment.

Tax aspects seem to be one of the most significant
restrictions closing the investment market in startups
for individual investors, leaving only large funds as
investment options. Similarly, Marro [2016] indicates
that tax aspects are the most important limitations on
investment activities of business angels in Europe.
Other constraints such as the national legal framework
and the excessive bureaucracy that investors must face
at the start of the investment are of slightly less impor-
tance.

Engineer et al. [2018] shows that the lack of avail-
able information about individual business angels is
the main limitation of the activity of business angels.
The authors believe that the arduous search for busi-
ness angels by entrepreneurs is a consequence of a pur-
poseful strategy: that business angels prefer to provide
as little information as possible so that they are not
flooded with proposals by inefficient entrepreneurs.

Another limitation that can affect the level of future
business angel activity is the lack of exit strategies.
These restrictions were indicated by Saublens [2007],

Masona and Botelho [2016], as well as the authors of
the Finance for Europe report The Shortage of Risk
Capital for Europe’s High Growth Businesses [AFME
2017].

An important limitation on the demand for startup
projects reported by business angels is the lack of un-
derstanding of technology and the potential of the start-
up resulting from technology. Due to the complexity of
the startups, deep tech startups especially have much
more difficulty obtaining financing. It is difficult to at-
tract an investor who is competent and able to read the
enterprise’s potential and also understand the technol-
ogy offered by the startup [Cambosu 2018]. The lack
of understanding of the potential of radical innovation
and technology, which leads to a reduction of interest
on the part of investors, is also indicated by Plummer,
and Ewens and Rhodes [Ewens and Rhodes-Kropf
2015, Plummer et al. 2016].

In addition, among the limitations on business an-
gel investment, the following are also mentioned:

— no information available regarding business an-
gels,

— the lack of a single market for business angels,

— significant fragmentation of national and local eco-
systems,

— diverse legal regulations, including tax regulations

[AFME 2017],

— issues related to the protection of intellectual prop-
erty and patents,

— the potential of the international market in the short
term,

— the negative impact of the product on the environ-
ment,

— the ethical dimension of the undertaking,

— social responsibility,

— discrimination based on sex [Marro 2016].

LIMITATIONS ON THE INVESTMENT ACTIVITY
OF BUSINESS ANGELS - THE SUPPLY SIDE

The main factor limiting the investment activity of
business angels from the supply side is the failure of
startups to meet the investment criteria imposed by
business angels on projects submitted for funding.
Limitations on investment activity of business angels
on the supply side are presented in Table 2. A too-high

acta_oeconomia.sggw.pl
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Table 2. Limitations on investment activity of business angels on the supply side

Limitations on investment activity of business angels on the supply side

Too high risk of venture failure [EBAN 2018]

Lack of faith, motivation and trust in the founder or board [Maxwell and Lévesque 2014, Murnieks et al. 2016, Warnicki et al.

2018]

Lack of communication skills [Croce et al. 2016, Mason et al. 2017]

Lack of experience and business competence of the founders [Croce et al. 2016, Mason et al. 2017]

High transaction costs [Saublens 2007]

Too low investment value [Saublens 2007]

Too low rate of return

Unrealistic project budget [Saublens 2007]

Bad business models combined with a lack of business strategies [OECD 2016]

Overpriced valuation [EBAN 2018]

Excessive focus on technical aspects [EBAN 2018]

Omission of market-related factors [EBAN 2018]

Source: Author’s own study.

risk of enterprise failure as the main factor limiting the
activity of business angels is indicated by the EBAN
report from 2018 [EBAN 2018].

From research by Mason and Harrison [2000]
and Carpentier [2015], it appears that about 3—5% of
projects are funded. The lack of faith and trust in the
founder or board of the enterprise as well as lack of
motivation and faith in the success of the enterprise, in
the management team, or a weak entrepreneurial spirit
are also a limitation of the activity of business angels
[Maxwell and Lévesque 2014, Murnieks et al. 2016,
Warnicki et al. 2018].

Croce et al. [2016] and Mason et al. [2017] indicate
that, among the limitations on investment activity of
business angels, is a lack of experience and business
competences of founders or startups in raising funds
from business angels, including lack of knowledge of
so-called investment readiness, which is the capacity of
an enterprise to understand and meet the specific needs
and expectations of investors [ Aminoff 2018]. Accord-
ing to Carpentier [2015], if a startup is not managed by
a management team with industry-related competence,
it will not get financing by business angels. Saublens

acta_oeconomia.sggw.pl

[2007] mentions that among the limitations of the ac-
tivity of business angels in startup finance are: high
transaction costs, too-low investment value, unrealis-
tic project budgets, dilution of shares in subsequent fi-
nancing rounds, different perception of project innova-
tion by both parties, and also projects that are replicas
of foreign projects.

The authors of the OECD report [2016] pointed
out that limitations on business angel activity could be
found in poor business models combined with a lack
of business strategies, flawed financial planning, and
lack of communication skills from entrepreneurs. The
above-mentioned limitations are confirmed by the
authors of the expert opinion from the Ministry of
Economy. The majority of investment projects in Po-
land worth up to several million PLN are, among other
things, inadequately prepared in terms of substance,
have unjustified valuation expectations, and exhibit
excessive concentration on technical aspects. The lack
of experienced managerial staff [Wieczynski et al.
2011] is still a part of these limitations. Similarly, in the
EBAN 2018 report, the authors indicated that business
angels decide not to invest due to, among other reasons:
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poorly prepared projects, unjustified valuation, low re-
turn on investment. Excessive focus on product and
technology, bypassing market-related factors, such as
proven demand and clear competition landscape, also
effectively deter investors [EBAN 2018].

CONCLUSIONS

Business angels can play an important role in financ-
ing startups if appropriate steps are taken to reduce
restrictions on both the demand and the supply side
of startup projects. Among the many factors limiting
the activity of business angels on the demand side for
startup projects are lack of capital, knowledge, com-
petence and experience, and above all the lack of tax
incentives for investment activities and complex tax
law. The fiscal system seems to be a factor that, thanks
to properly created tax incentives, as research in the
United Kingdom shows, is able to effectively increase
the activity of business angels. Approximately 24%
of business angel investments would not have been
realized in the UK without tax incentives [Witblank
2009]. In Poland, there are no studies on tax incen-
tives for business angels, but tax issues — high taxes,
no tax incentives for business angels, frequent changes
in law, including tax laws — are a very significant ob-
stacle to business angel activity.

A factor limiting the activity of business angels
which is increasingly emphasized in the literature is
the lack of understanding of technology and the start-
up’s potential resulting from a given technology. This
is particularly true for technology startups. Due to the
complexity of startups, especially deep technology
startups, it is much more difficult to attract an investor
who is competent and can read the startup potential
resulting from modern technology.

Factors limiting the activity of business angels on
the supply side of projects reported by startups can be
broadly described as factors influencing the failure to
meet investment criteria imposed by business angels.
The shape of these factors is largely influenced by
startups themselves. These factors range from too-high
venture risk to a lack of knowledge, experience and
competence of management boards/founders to strictly
economic factors, such as: high transaction costs, low
return on investment, unjustified project valuation.

Restrictions on business angels are the result of
poor-quality projects submitted by startups. No busi-
ness angel will be interested in a project in which
a weak business model or lack of business strategies,
or faulty financial planning and lack of communica-
tion skills on the part of entrepreneurs, will appear.

Based on the review of factors limiting the activ-
ity of business angels on both the demand and sup-
ply sides, it is not possible to effectively reduce these
restrictions without interference from public institu-
tions.
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OGRANICZENIA AKTYWNOSCI ANIOLOW BIZNESU W FINANSOWANIU STARTUPOW

STRESZCZENIE

Artykut ma na celu identyfikacje ograniczen aktywnos$ci aniotow biznesu w zakresie finansowania startupow.
Anioty biznesu s3 najwigkszym zrodlem kapitalu zewnetrznego dla startupow, oprocz rodziny i przyjaciot.
Jednak aktywnos$¢ aniotow biznesu jest ograniczona nie tylko w Polsce, ale takze w innych czgéciach Swiata.
Ograniczenia te wynikaja z wielu warunkow dotyczacych zaré6wno popytu, jak i podazy. Badanie poglebiaja
teoretyczne rozwazania o ograniczeniach aktywnosci aniotow biznesu w finansowaniu startupéw z punktu
widzenia barier popytowych i podazowych. Artykut uzasadnia, ze od strony popytowej najwigkszymi ogra-
niczeniami aktywnoS$ci aniotow biznesu w finansowaniu startupéw jest brak zachet podatkowych dla dzia-
falnosci inwestycyjnej i skomplikowane prawo podatkowe. Z kolei od strony podazowej jest to niespeltnianie
kryteriow inwestycyjnych narzuconych startupom przez anioly biznesu. Na podstawie przeprowadzonych
badan mozna stwierdzi¢, ze bez ingerencji instytucji publicznych trudno bedzie skutecznie zmniejszaé ogra-
niczenia aktywnoS$ci aniolow biznesu w finansowaniu startupow.

Stowa kluczowe: Zrodta finansowania, finanse przedsigbiorstw, startup, aniot biznesu, inwestycje aniotow
biznesu
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A COMPARATIVE STUDY OF EFFECTIVENESS FOR HOURLY DATA
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ABSTRACT

The presented research focuses on the construction of a model to effectively forecast demand for connec-
tion services — it is thus relevant to the Prediction System (PS) of telecom operators. The article contains
results of comparative studies regarding the effectiveness of neural network models and regressive-neural
(integrated) models, in terms of their short-term forecasting abilities for multi-sectional demand of telecom
services. The feedforward neural network was used as the neural network model. A regressive-neural model
was constructed by fusing the dichotomous linear regression of multi-sectional demand and the feedforward
neural network that was used to model the residuals of the regression model (i.e. the residual variability).
The response variable was the hourly counted seconds of outgoing calls within the framework of the selected
operator network. The calls were analysed within: type of 24 hours (e.g. weekday/weekend), connection
categories, and subscriber groups. For both compared models 35 explanatory variables were specified and
used in the estimation process. The results show that the regressive-neural model is characterised by higher
approximation and predictive capabilities than the non-integrated neural model.

Key words: Prediction System, feedforward neural network, regressive-neural model, forecasting

JEL codes: C45, C53, D24

INTRODUCTION

Researchers conduct scientific studies on sales fore-
casting for businesses in order to discover effective
predictive tools. Promising results can then be used
by companies as forecasting methods in their Pre-
diction Systems (PS). In turn, an effective PS sup-
ports the operational management of an enterprise
[Daft and Marcic 2011, Griffin 2015]. Operational
management is an important element in achieving
a company’s strategic objectives. The author’s re-
search into the effectiveness of specific forecasting
models can be used to provide a specific telecommu-
nication company with a useful support structure for
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™p. kaczmarczyk@mazowiecka.edu.pl
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price calculations, financial planning, and effective
network management.

The aim of this research study was to test and com-
pare two models, i.e. the feedforward neural network
and the regressive-neural model, in terms of their ef-
fectiveness in modelling and forecasting the demand
for telecom services. In the case of the second mod-
el, i.e. the regressive-neural model, the feedforward
neural network was applied to reflect the variability
which was received after the elimination of a deter-
ministic component. Various methods of eliminating
deterministic components from data can be found in
the research literature on the subject [Makridakis and
Wheelwright 1989, Box et al. 1994, Makridakis et al.
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1998]. According to Masters [1993], neural networks
can be better taught if deterministic components are
removed from data. This enables a neural network to
focus its capabilities on a nonlinear and smaller vari-
ability. This approach, according to Masters, enables
researchers to obtain better results than with the use of
a neural network for the modelling and forecasting of
a full variability. Under Masters’ approach, a regres-
sion model or other technique should be used to pre-
pare data for a neural network model. This combina-
tion of both models is called a regressive-neural model
or integrated model [Kaczmarczyk 2006, 2016].

This study undertook examination of the follow-
ing hypothesis: When conducting short-term forecast-
ing of the demand for telecom services, an integrated
model allows for more accurate results than a non-in-
tegrated neural network model. The attempt to verify
this hypothesis was conducted on the basis of the ob-
tained values for the following coefficients: fit coef-
ficients, autocorrelation coefficients, partial autocor-
relation coefficients, and the average errors of expired
forecasts ex-post.

The research was conducted by examining empiri-
cal material which was provided by one telecommu-
nications network operator. The material included the
number of seconds (hourly) of outgoing calls from
the operator’s network according to: type of 24-hour
cycle, connection category, and subscriber group. The
data contained a variety of analytical sections which
facilitated multi-dimensional analyses to help gauge
the effectiveness of the examined methods in forecast-
ing demand.

Fig. 1.

The exemplary structure of a multilayer perceptron

THE ISSUE OF FEEDFORWARD NEURAL
NETWORKS

Many business applications of artificial neural net-
works are known [Smith and Gupta 2002, Zhang
2004]. In order to conduct this study (described in the
empirical section of the article), feedforward neural
networks were used [Rojas 2013]. In such networks,
neurons are usually arranged in layers, and inter-neu-
ronal connections are applied only to the neurons in
neighbouring layers (Fig. 1). The typical structure of
a feedforward multilayer neural network in the field
of neural networks is often called a multilayer percep-
tron. The input layer, which consists of input buffers,
is the first layer. The number of input neurons is equal
to the dimension of input vector X. The input layer is
characterised by the fact that signals only come out of
this layer. The output layer is the last layer of the net-
work. The number of neurons in this layer corresponds
to the dimension of given vector d from the pair of
training vectors (X, d). In particular, the output layer
may contain one neuron. There are no signals from the
output layer to other layers. All other layers of neu-
rons, placed between the input layer and the output
layer, are called hidden layers. The number of neurons
in these layers can vary. In many practical cases, one
hidden layer is used. Each hidden layer receives input
signals from the preceding layer and sends its output
signals to the layer following it. In some applications,
interlayer connections relate not only to neighbouring
layers, but also to distal layers. In each case, however,
there is one direction of the signal flow — from the
input to the output.

Source: Author’s own coverage with the use of Neuronix programme.
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In the research study, the feedforward neural net-
work was tested as the non-integrated technique and as
a segment in the integrated model (i.e. the neural net-
work worked as the tool which was integrated with the
regression model). In the literature on the subject, two
types of neural data representation are described: one-
-of-N or N-in-one. In the first, the input layer of a neural
network should involve the number of neurons that is
equal to all possible values of input variables. It is usu-
ally implemented in the case of nominal scale. Thus,
when a researcher considers, for example, the variable
of “hours during the day”, he assumes 24 neurons in
the input layer because the variable takes 24 possible
levels and each level requires a separate neuron. When
it comes to neural data representation N-in-one, a re-
searcher assumes one neuron for one variable. So, all
levels of the variable will be given to the same neuron
in the learning process or testing process.

An unwanted phenomenon during the network
learning process is to stop the learning at a local min-
imum of the error function. The learning process of
neural networks is a very complex issue [Tiliouine
2007]. A simplified error function of neural networks
is presented in Figure 2. The local minimum of the
error function was marked in red (the arrow point-
ing downwards) and the global minimum of the error

@0-2

function was marked in green (the arrow pointing
upwards).

Research literature describes various techniques to
avoid stopping the learning process of a neural net-
work at a local minimum of the error function. Some
of these techniques include: methods based on a glo-
bal optimization algorithm (genetic algorithms, simu-
lated annealing); random change in the order of giving
learning samples (patterns) after each learning epoch;
the multi-start method (which involves the multiple
estimation of a neural network at the different, ran-
dom, and initial values of weights); and the method
using the momentum coefficient.

PRESENTATION OF DATA AND RESEARCH
ASSUMPTIONS

The modelled and forecasted demand (response vari-
able Y) was hourly counted seconds of outgoing calls
within the framework of several different analytical
sections. From this, the constructed models (the neural
model and the regressive-neural model) can be consid-
ered as multi-sectional models [Kaczmarczyk 2016,
2017]. In order to identify the analytical sections,
classification factors were specified. The classifica-
tion factors were as follows: hours during 24 hours;

The red arrow (pointing downwards) indicates the local minimum of the error function, the green arrow (pointing upwards) indi-

cates the global minimum of the error function.

Fig. 2.

Source: Author’s own coverage on the basis of exemplary data.
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A simplified exemplification of the error function of neural networks
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type of 24 hours; connection categories; subscriber
groups. The particular analytical levels (sections) of
each classification factor were distinguished. For ex-
ample, if the subscriber groups were considered as the
classification factor, only two levels were taken into
account (business subscribers and individual subscrib-
ers). Each assumed classification factor and its levels
are presented in Table 1.

For example, 24-hour cycles of demand for outgo-
ing calls (generated by the separate subscriber groups)

Table 1. Each classification factor and its assumed levels

during the chosen working 24 hours (Wednesdays) in
a period of one year are presented in Figure 3.

There were 35 total levels of classification fac-
tors. Within the framework of all the neural networks,
one-of-N was adopted as the type of neural data repre-
sentation. Therefore, each of the classification factors
was treated as an explanatory (independent) variable
during the preparation of the neural model or the re-
gressive-neural model. The number of explanatory
variables was 35.

Variable Classification Levels of classification Variable Classification Levels of classification
marking factor factor marking factor factor
x, —12am-01 am . — working
21 24 h
X —01 am—02 am ours
L2 X, types of 24 hours .  Saturda
X ; —02am-03 am 2.2 Y
— Sund
x, , —03am-04am 23 unday
— mobile
x5 —04am-05am X3, networks
¥, —05am-06am — local calls
x, , —06am-07 am X5, to the same
- network
x o —07am-08 am
: —local calls
X — 08 am—09 am
Lo X, connection categories %33 to other
X, —09am-10am networks
x,, —l0am-11am x,, —trunk calls
x,, -—1lam-12pm . — international
X, hours during 24 hours : 35 calls
X, 5 —12pm-01 pm
- — other
X, — 01 pm-02pm Y6 connections
x5 —02pm-03 pm . — business
B . 4.1 subscribers
X6 — 03 pm-04 pm X, subscriber groups —
X, —04pm-05pm . - 1nd1v1dual
: 42 subscribers
X 5 —05pm-06 pm
Source: Author’s own coverage.
X o —06pm-07pm
X, —07pm-08 pm
X 5 —08pm-09 pm
X 5, —09pm-10 pm
X, —10pm-11 pm
X, —1l1pm-12am
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The research was carried out to compare and asses
the effectiveness of the two different tools (the neu-
ral model and the regressive-neural model) in the
short-term forecasting of the multi-sectional demand
for telecom services. The explanatory variables were
adopted as dichotomous variables in both the tested
techniques. Dichotomous variables take only 0 or 1
(0 when the analysed level of a classification factor
does not occur, or 1 when the analysed level of a clas-
sification factor occurs).

The non-integrated neural network model was the
first analysed tool. Then, the second model, i.e. the re-
gressive-neural model, was studied. In both cases, the
effectiveness of the approximation and the forecasting
of response variable Y was checked.

In the case of the regressive-neural model, the fol-
lowing stages were implemented:

1. The estimation of the linear (multiple) regression
model. The regression model was used to capture
typical demand values for telecom services that are
generated in the distinguished analytical sections:

24 3 6
Y= o, +2 %X, +2 BX, +2.6,X,; +
r=1 i=1 Jj=1
2
+ Zﬂpxétp +Z’
p=1
24 3 6
Y, = & +Z7/rxlr1 +Zﬁix2i1 +Z§jx3.i' +
=1 i=1 Jj=1

2
+ Zlupxw +z,, t=1,2,..,n,
p=1

=
Il

24 3 6
y Q, +Z7rxm +Zﬂix2i1 +25_/x3_/z +
pa i=1 =

2
+ z,upx”t, t=1, 2, ..., n.

p=1

2. The computation of the residual values (i.e. clean-
ing time series of the response variable):
z,=y,—%, t=12,..,n

3. The calculation of the demand forecast by using
the regression model:

2% 3 6
Yr =0, + z Y. Xr +Zﬁixéir + 25/' Xy p t
=1 i=1 =

2
+Z,upx:pr, T=n+1, n+2, ..., n+h.
p=1

4. The modelling and the forecasting of residual val-
ues of the regression model by the use of the neural
model:

Z = f(Xl,]""’ X|,24v XZ,I’ Xz,z’ X2,31’ X3,1’
o Xygo Xyps Xy, ),

Z :f(xl.lt’ o Xoars Xoae X0 X300 X340

o X360 Xyips Xgop0 TE,), t=1,2,..,n,

- zf(xl,m oo Xpoars Xoqio Xoogs Xo 300 X344

o Xy 6r0 Xy x“,), t=1,2,..,n,

or

*

* _ = * * * *
ir = f(xmr’ oo Xjoars Xoqrs Xpors Xo 37

X3a75 w0 X367 Xg7s x4,2r)v

T= n+l, n+2, ..., n+h.

5. The correction of values obtained with the use of
the regression model by the residuals obtained with
the neural model, in order to construct the origin
demand/correction of the prediction, as obtained
with the regression model by the prognostic (neu-
ral) residuals, in order to forecast demand:

d,:)A’t-l-f,, t=1’2’ e T
or
dy =y +2;, T=n+l, n+2, ., n+h.

The conception of the regressive-neural model is
that the regression model was used as the filter of de-
mand (Y) and the neural model was applied to con-
struct a remain variability (i.e. regression errors) by
using the same explanatory variables as in the case of
the regression model.

In both the tested models (the neural model and
the regressive-neural model), a selected type of neural
networks was used, i.e. the feedforward neural net-
work. The logistic function was applied as the activa-
tion function of the neurons. The chosen neural data
representation (one-of-N) means that the number of all
levels of classification factors is equal to the number

acta_oeconomia.sggw.pl
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of neurons in the input layer of the neural network.
The architecture of the tested neural network resulted
from the structure of the data and the assumed neural
data representation. Regarding the structure of the data
and the adopted neural data representation, the input
layer of the tested neural models included 35 neurons
in the author’s research study. Due to the fact that the
forecasted variable (representing demand) was only
one, the output layer of the neural networks involved
only one neuron.

Both the models were estimated on the basis of the
same data and the same period. This uniformity ena-
bled the transparent comparison of the usefulness of
the tested tools (which was the aim of the study).

The error backpropagation algorithm was ap-
plied in the learning process. Weights of the neural
networks were corrected after each gave the learning
pattern from the learning set (i.e. the learning pattern
was understood as 35 values, which equalled 0 or 1,
relating to the explanatory variables and a value of
the response variable). As a criterion for assessing the
neural models, the testing error was assumed.

The following methods were used in order to re-
duce the probability of stopping the learning process
at a local minimum of the error function: the learning
patterns mixing in each epoch; the momentum coef-
ficient; and the multi-start method.

When it comes to the selection of the architecture
of the neural network, the empirical method was used.
This method consists of testing many neural networks
with various numbers of hidden layers and various
numbers of neurons in these layers. In both the tested
models (the neural model and the regressive-neural
model), the following architectures of the neural net-
works were tested: 35-35-1,35-30-1, 35-25-1, 35-20-1,
35-15-1, 35-10-1, 35-5-1. Based on the number of
constructs, seven non-integrated neural model experi-
ments and seven regressive-neural model experiments
were carried out. Each of these 14 experiments was
based on:

— the decuple estimation of the particular neural
model with the determined architecture;

— the comparison of the obtained estimation effect;

— the selection of the best-fitted neural model for
each of the tested architectures.

After concluding the above-described experiments,
the best-fitted model was chosen.

acta_oeconomia.sggw.pl

The basis of the comparison between the goodness
of neural model fit and the goodness of regressive-neu-
ral model fit was: R?, the autocorrelation function and
the partial autocorrelation function of the residuals.

The forecast’s accuracy, which was obtained by the
use of both the compared techniques, was proved by
means of the mean absolute error (MAFE) and the root
mean square error (RMSE). Both the errors related to
expired forecasts ex-post. The formulas of the above-
-mentioned errors are as follows:

MAE =1 i| |
=7 )

N —p

1 e
ruse= LS ()

where:

T — a forecast horizon,

n — the number of observations which were used in
the estimated models.

In order to compare the neural model and the re-
gressive-neural model, the same forecasting period
was adopted. This assumption enabled the clearest
comparison of the two techniques.

RESEARCH RESULTS AND DISCUSSION

Estimation of both the tested models was carried out
on the basis of the data for the period from January 1
to February 20 of a selected year. Both models were
estimated from data which included 14,688 cases. The
period February 21-28 was assumed as the forecasting
period.

The learning process characteristics of the neural
networks in both models are presented in Table 2.

The values of the parameters of neural network
learning and testing were selected on the basis of the
conducted experiments. The higher the learning coeffi-
cient, the faster the solution search speed. The momen-
tum coefficient affects the stability of a network’s learn-
ing process. The higher the value of this coefficient, the
higher the inertia of a neural network’s learning proc-
ess. The tolerance coefficient is used to determine the
permissible error on a single network output. The toler-
ance coefficient is in the range of 0—1 (which is dictated
by the logistic activation function whose values belong
to the same range). A low tolerance coefficient means
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Table 2. The values of the learning and testing parameters
of the neural networks

Coefficient name Value or yes/no

Learning coefficient 0.8
Momentum coefficient 0.6
Learning tolerance 0.15
Testing tolerance 0.25
Bias coefficient yes

Source: Author’s own coverage.

that only results that are very close to the pattern are ac-
ceptable. Bias determines whether an additional neuron
whose output is equal to 1 is to be used. If it is used,
all neurons in the hidden and output layers are con-
nected to this additional neuron. This solution results
in better stability during the learning process and is a
classic example of improving network performance.

The volume of the testing set was 15% of the total
data set, i.e. 14,688 x 15% = 2,203 cases. The volume

Table 3. The learning process of the neural model that was
chosen after all the experiments

of the learning set was 85% of the total data set, i.e.
14,688 x 85% = 12,485 cases. The testing set was as-
sumed in such a way that it contained the cases related
to all tested analytical sections (e.g. categories of con-
nections, groups of subscribers).

The criterion of stopping the learning process was
understood as achieving an assumed RMSE threshold.
The threshold was minimised during the learning pro-
cess. The obtained value of the RMSE was the basis
of the assessment of the right neural network topology
and the right weights values.

When it comes to the non-integrated neural model,
the best results of the learning process were obtained
for network architecture 35-20-1. This learning pro-
cess is shown in Table 3.

During the experiments with the use of the regres-
sive-neural model, the best results were achieved by the
use of neural model architecture 35-20-1 (Table 4).

The R* of the neural model and the regressive-
-neural model amounted to 0.8112 and 0.9198, respec-
tively. So, in the case of the regressive-neural model,
the value of R? indicated much a better fit of the model

Table 4. The learning process of the neural model that was
chosen as part of the regressive-neural model

Learning Testing Learning Testing
' e RMSE to(l);tagie RMSE to(l);tlﬁie ' e RMSE to(l);tagie RMSE tO?;;I(ii‘e
0.100 4 0.0948 1291 0.0987 0 0.100 7 0.0943 1854 0.0979 33
0.090 3 0.0849 417 0.0872 0 0.090 2 0.0872 1398 0.0887 6
0.080 3 0.0770 298 0.0789 0 0.080 3 0.0804 1183 0.0797 2
0.070 10 0.0702 164 0.0698 0 0.070 4 0.0725 459 0.0685 0
0.060 18 0.0620 148 0.0597 0 0.060 18 0.0618 354 0.0599 0
0.050 34 0.0529 147 0.0498 0 0.055 27 0.0574 287 0.0548 0
0.045 41 0.0479 145 0.0449 0 0.050 53 0.0522 157 0.0494 0
0.040 82 0.0436 132 0.0397 0 0.045 It was not reach after caring out of 1 000 epoch
0.035 It was not reach after caring out of 1 000 epoch *Value of ¢ is RMSE threshold of testing set, below which the

*Value of ¢ is RMSE threshold of testing set, below which the
network learning process was stopped; the neural network
model architecture: 35-20-1.

Source: Author’s own calculations.
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network learning process was stopped; the neural network
model architecture: 35-20-1.

Source: Author’s own calculations.
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to the data. The goodness of the fit of the regression
model (which was considered as a module of the re-
gressive-neural model) was as follows: R? 0.4971,
standard error of the estimate 58,177.46.

The next object of research was the autocorrela-
tion function and the partial autocorrelation function

of the model’s residuals. This research showed that
repetitions are visible in the 24-hour cycle. How-
ever, in the case of the regressive-neural model, the
repetitions were evidently lower in comparison to the
non-integrated neural network (Fig. 4). This was be-
cause the non-integrated neural network was unable

The neural model
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Fig. 4.
and the regressive-model residuals
Source: Author’s own calculation.
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The autocorrelation function (ACF) and the partial autocorrelation function (PACF) of the neural model residuals
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to effectively model so many levels of demand. The Unusual observations (influence observations and
regressive-neural model was characterised by a higher  outliers) were recognised in the data (Fig. 5). They
effectiveness in terms of its ability to make approxi- were confirmed with the use of calculated Cook’s dis-
mations. tances and standardised residuals. However, the unusual

The neural model
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Fig.5. Scatter plot of the neural model residuals and the regressive-neural residuals

Source: Author’s own calculation.
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observations were left without any changes because of  plot of these residuals (Fig. 6) confirmed the better fit
the risk of effacing the real patterns [Dittman et al. 2011].  of this model to the data.

The analysis of the scatter plot of the regressive- In both cases, the highest values of the residuals can
-neural model residuals and the normal probability be observed during peak hours (which were different

The neural model
12 T T T T T T T

10 -

Hy,

The regressive-neural model
20 T T T T T T T

15 4

Fig.6. Normal probability plot of the tested models

Source: Author’s own calculation.
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Fig. 7.

Source: Author’s own calculation.

for both the subscriber groups). This analysis showed
that the residuals of the second model are character-
ised by evidently lower values in comparison to the
non-integrated model (Fig. 5). Moreover, one can dif-
ferentiate the distribution of the integrated model re-
siduals from distribution of the non-integrated model
residuals through their similarity to the normal distri-
bution (Fig. 6).

The effectiveness of the prediction for both of the
tested techniques are shown in Figure 7.

The forecasting errors indicated that the predictive
accuracy of the regressive-neural model is much higher
in comparison to the non-integrated neural model. In
the case of the integrated model, both the average errors
of forecasts (the RMSE and MAFE) were significantly
lower than in the case of the neural network model.

CONCLUSIONS

The obtained research results confirmed the hy-
pothesis. They show that the regressive-neural model
allows for better results in terms of the approximation
and the short-term forecasting of multi-sectional de-
mand for telecom services than does the non-support-
ed neural model. This conclusion can be formulated
on the basis of the received values of the following
coefficients: R?, the autocorrelation coefficients, the
partial autocorrelation coefficients, and the average
errors of expired forecasts ex-post.

Further research in this field could be based on the
comparison of neural network models and regressive-
-neural models within the framework of a lower

24

19,428.55

13,588.69

MAE

regressive-neural model

Comparison of the forecasting effectiveness of the neural model and the regressive-neural model

number of analytical sections (e.g. only within the
business group, or even only within the business group
and working 24 hours). Moreover, if a regression mod-
el were to be constructed on single analytical section,
the variable Y | in the regression model would cause
a better fit to the data.

A higher goodness of the model fit and the fore-
casting accuracy in terms of demand could also be
achieved by separating particular types of 24 hours.
The phases of the cycle of demand in different catego-
ries of connections within the same subscriber group
and during the same type of 24 hours are very simi-
lar. So, it is possible to reduce the complexity of their
approximation.
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JEDNOKIERUNKOWE SIECI NEURONOWE W PROGNOZOWANIU
WIELOPRZEKROJOWEGO POPYTU NA UStUGI TELEFONICZNE -
POROWNAWCZE BADANIA EFEKTYWNOSCI DLA DANYCH GODZINOWYCH

STRESZCZENIE

Zaprezentowane wyniki badan sg zwigzane z systemem prognostycznym przeznaczonym dla operatorow
telekomunikacyjnych, poniewaz sg skoncentrowane na sposobie konstrukcji modelu do efektywnego pro-
gnozowania popytu na ushugi potaczeniowe. Artykut zawiera wyniki poréwnawczych badan efektywnosci
modelu sieci neuronowej i modelu regresyjno-neuronowego (zintegrowanego) w zakresie krotkookresowego
prognozowania zapotrzebowania na ustugi telefoniczne. Jako model sieci neuronowej zastosowany zostat
model sieci jednokierunkowej. Model regresyjno-neuronowy zostat zbudowany na podstawie polaczenia dy-
chotomicznej regresji liniowej wieloprzekrojowego popytu i jednokierunkowej sieci neuronowej, ktora stu-
zyta do modelowania reszt modelu regres;ji (tj. pozostatej zmienno$ci). Zmienng objasniang byly sumowane
co godzing liczby sekund rozméw wychodzacych z sieci wybranego operatora. Potaczenia telefoniczne byly
analizowane pod wzgledem: typoéw doby, kategorii potaczen i grup abonentdw. Wyszczego6lniono 35 zmien-
nych objasniajacych, ktére wykorzystano w procesie estymacji obu porownywanych modeli. Stwierdzono,
ze model regresyjno-neuronowy charakteryzuje si¢ wigkszymi mozliwos$ciami aproksymacyjnymi i predyk-

cyjnymi niz niezintegrowany model neuronowy.

Stowa kluczowe: system prognostyczny, jednokierunkowa sie¢ neuronowa, model regresyjno-neuronowy,

prognozowanie
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ABSTRACT

The aim of the article is to identify changes in the level of enrolment in higher agricultural education in Po-
land compared with other European Union countries in the years 2013—2017. An additional aspect of study
was the causal relationship between the number of people undertaking higher agricultural education and the
effectiveness of the functioning of agriculture in a given country. The dynamics ratio was used to present
the existing tendencies. Additionally, admissions for individual types of studies were examined and the dif-
ferences in values from individual countries were presented. Spearman’s coefficient of rank correlation was
used to analyze the causative relationship. Poland belongs to a group with relatively low levels of higher
agricultural studies. In addition, the number of persons undertaking education at agricultural universities is
closely connected with the efficiency of agriculture in a given European Union country.

Key words: agriculture, knowledge, education, higher education, enrolment, Poland, EU
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INTRODUCTION

Modern economy is based on the effective use of
existing human potential. Human resources are the
source of achieving success by the proper use of ac-
quired knowledge or gained experience. Obtained in-
formation may be transformed into intelligence aimed
at solving problems as well as supporting others in
acquiring and sharing the knowledge [Fitzenz 2001].
Thus, a human being is an important factor of com-
petitive advantage.

Of particular importance in this aspect is improve-
ment in the quality of intellectual resources which, as
noted by Borowiec, depends on how well the educa-
tion system functions [Borowiec 2011]. The process
of gaining an education is significant not only because

Sebastian Kubala https://orcid.org/0000-0003-4021-9173
Mkubalas@uek.krakow.pl

© Copyright by Wydawnictwo SGGW

of the level of knowledge that is achieved but also be-
cause education is closely connected with a field of
study and influences the effective functioning of the
job market.

The completion of higher education studies in ag-
riculture is very important to the agricultural sector.
The global economy has created a growing challenge
for companies that must operate under conditions of
high competition in agribusiness and the food indus-
try. Since Poland’s accession to the European Union,
competition in this arena has developed significantly,
and Polish companies, after restructuring during the
transformation period, have begun to modernize in
terms of organization and management [Firlej 2009a].
The functioning of the modern agri-food industry is
undoubtedly the most important element of agribusi-
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ness because its task is to secure perishable plant and
animal raw materials, and to transform them into more
durable and safe products for consumption [Firlej
2009b]. This requires high qualifications and profes-
sional competence. Knowledge acquired during uni-
versity studies are focused primarily on the proper
management of agricultural enterprises, the ability
to obtain subsidies, how to make rational investment
decisions, and how to optimize work organization in
agriculture. According to Firlej and Kubala [2018],
agricultural enterprises managed by people who have
completed a level of higher education will achieve
a higher level of efficiency. At the same time, such
managers will use the resources available within
their activities more effectively. As is pointed out by
Maguire [2004], the agricultural education system has
been a major contributor to agricultural research, pro-
duction and institutional successes. Parr et al. [2007]
also emphasize that education in sustainable agricul-
ture is beginning to emerge as a way to address many
complex social and environmental problems.

Addressing problems related to the education of
future farmers is very significant nowadays, especially
due to an observed decrease in employment in agricul-
ture among young people. The issue of higher educa-
tion in agriculture have been addressed by, among oth-
ers, Francis et al. [2000], Gotgbiewska and Klepacki
[2005], Mulder [2005], Parr [2011], Boguski [2012],
Rudnicki [2013], Baggett et al. [2015], Firlej [2017],
Firlej and Kubala [2018]. Another research topic is the
relationship between agricultural education and agri-
cultural efficiency, addressed by such authors as Huff-
man [1999], Krzyzanowska [2000], Wotoszyn [2002],
Wiatrak [2005] and Kotoszko-Chomentowska [2008].
The existing studies, however, do not deal with enrol-
ment in higher agricultural education in the member
states of the European Union, which is the focus of
this research paper.

MATERIAL AND STUDY METHODOLOGY

The aim of the article is to identify changes in the level
of enrolment in higher agricultural education in Po-
land compared with other European Union countries
in the years 2013-2017. An additional aspect was to
study whether there is a causal relationship between

28

the number of people who undertake higher agricul-
tural education and the effectiveness of a country’s
system of agriculture, which was presented with the
use of agriculture added value (in millions of dol-
lars). As noted by Poczta and Kotodziejczak [2008],
agriculture added value is one of the basic measures
of diversifying the productivity of agriculture. The
need to study this relationship has been discussed by
Porceddu and Rabbinge [1997], who emphasized that
agricultural education in Europe has an important role
in agricultural efficiency. Coleman et al. [2004] de-
scribe knowledge as the main factor influencing the
efficiency of farms and Nowak et al. [2016] point to
the existing gaps in research between the level of edu-
cation and agricultural productivity.

Two variables were adopted to present the exist-
ing tendencies: the number of newly admitted students
to Bachelor’s and Master’s degree agricultural stud-
ies, and that same number compared with the total
number of newly admitted students. To analyze the
first variable, the dynamics ratio between 2013 and
2017 was used, as well as admissions for individual
types of studies in 2013 and 2017 compared with other
member states. The dynamic ratio was the percentage
ratio of the number of newly admitted students to ag-
ricultural studies in 2017 and the level of this variable
in 2013. Determining the share focused on express-
ing the percentage of students in individual countries
admitted in agricultural studies in the total number of
students undertaking this type of study in the Euro-
pean Union. To describe the changes for the second
variable the differences in their values between 2013
and 2017 were used.

At the same time, groups of countries character-
ized by a similar level of number of people newly
admitted to Bachelor’s and Master’s degree agricul-
tural studies compared with the total number of the
newly admitted students in the analyzed period were
selected. The Ward’s method was used, which is re-
garded as an agglomeration method and based on the
analysis of variance aimed at minimizing the sum of
the squared deviations in clusters. The Spearman’s
coefficient of rank correlation between the number of
people undertaking higher agricultural education and
the added value of agriculture was used to analyze
the causative relationship. This coefficient is used to
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describe the strength of correlation of two features
when the features are measurable and the examined
population is small, and when the features are of
a qualitative nature and it is possible to order them.
Spearman’s rank correlation coefficient takes values
from the range <—1, + 1>. The closer it is to +1 or —1,
the stronger the relationship.

The data required for calculations was gathered
from the Eurostat database for the years 2013-2017.
The study period was dictated by the access to the data
concerning the analyzed aspects. Croatia, France and
Ireland were not included into the study due to the
lack of statistical data. Country codes in the tables and
the figures comply with ISO 3166-1. The calculations
were conducted in Statistica v. 13 program.

STUDY RESULTS

Diverging trends may be observed in the total number
of students newly admitted to agricultural Bachelor’s
degree studies between 2013 and 2017 (Table 1).
There was a slight increase in their number by 4.11%
between 2013 and 2014. Over the next few years,
a gradual decrease is visible. Compared to 2014, in
2017 the number of newly admitted agricultural
enrollees in the European Union dropped by 3,515
students — 7.05%.

In 2013, the largest number of students admitted
to agricultural Bachelor’s degree studies was in Italy
(16.48%), followed by Germany (15.36%) and Po-
land (11.85%). A relatively high number of agricul-
tural students (over 5%) were also admitted in the
Czech Republic, Great Britain, Greece and Romania.
Admissions below 1% were recorded in seven coun-
tries, the lowest being in Cyprus, Malta and Luxem-
bourg.

Similar tendencies were observed in 2017. The
highest number of students admitted to agricultural
Bachelor’s studies was also found in Italy, followed
by Germany and Poland. However, while in the first
two countries an increase was recorded between 2013
and 2017 (to 17.69 and 15.36%), a decrease to 9.88%
was observed in Poland. Subsequently, the highest ad-
missions (over 5%) were in Romania, Great Britain,
Greece and the Czech Republic. Admissions below
1% were recorded in eight countries, the lowest in

acta_oeconomia.sggw.pl

Cyprus, Malta and Luxembourg. The largest increase
of admitted agricultural students between 2013 and
2017 was observed in Romania (by 3.39%), while the
biggest drops were in the Czech Republic (by 3.15%)
and Poland (by 1.97%).

Considering the dynamics between 2013 and 2017,
it should be emphasized that an increase of new Bach-
elor’s agricultural students was recorded only in eight
countries. The highest growth was observed in Cyprus
and Romania (by 95.83 and 52.98%, respectively). In
the remaining countries there were declining tenden-
cies, the largest in the Czech Republic, Latvia and
Estonia. There was a relatively high decrease of the
newly admitted in Poland, where between 2013 and
2017 the dynamics was at the level of 80.66%, and as
a consequence it was the 7th biggest drop of the ana-
lyzed phenomenon in this period.

Taking into account the number of students new-
ly admitted to Master’s degree studies in the years
2013-2017, diverging trends may be also observed
(Table 2). Between 2013 and 2014, as well as in 2015
and 2016, a slight growth was recorded. Over the
next years there was a decrease in the number of per-
sons undertaking agricultural Master’s degree stud-
ies. Between 2013 and 2017 an increase of 4.21%
was observed.

In 2013, the largest number of admissions at this
educational level were in Germany and Poland (15.89
and 14.54% of the total number of the students newly
admitted to Master’s degree studies in the EU). Rela-
tively high admissions (over 5%) were found in Ro-
mania, Italy, the Czech Republic, Spain and Great
Britain. On the other hand, admissions lower than 1%
were recorded in six countries (the lowest admissions
were, similarly as in the case of Bachelor’s degree
studies, in Luxembourg, Cyprus and Malta).

Changes took place in 2017, where the largest
number of admissions were observed in Germany,
Italy and Romania (12.49-16.68% of the total number
of students newly admitted to Master’s degree stud-
ies). The subsequent biggest admissions were in Po-
land, Great Britain, Spain and the Czech Republic.
Admissions below 1% were recorded in seven coun-
tries (the lowest admissions were in the same coun-
tries as in 2013). The biggest growth of admissions
between 2013 and 2017 was in Italy, Great Britain and
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Table 1. Characteristics and changes in the number of students newly admitted to agricultural Bachelor’s degree studies in
the years 2013-2017

Ttemn 2013 2014 2015 2016 2017 Share 2013 Share 2017 Dynamics ratio
persons persons persons persons persons (%) (%) 2017/2013 (%)
AT 386 351 393 329 330 0.81 0.71 85.49
BE 2370 2 480 1983 2122 2289 4.95 4.94 96.58
BG 1318 1303 1247 1112 990 2.75 2.14 75.11
CY 24 21 30 33 47 0.05 0.10 195.83
CZ 4035 3419 2 663 2397 2443 8.42 5.27 60.55
DE 7212 7752 7582 7275 7121 15.05 15.36 98.74
DK 305 318 339 367 389 0.64 0.84 127.54
EE 199 180 160 150 132 0.42 0.28 66.33
ES 2153 2077 1851 1 656 1691 4.49 3.65 78.54
FI 898 841 739 636 815 1.87 1.76 90.76
GB 3674 4284 4125 4308 4040 7.67 8.71 109.96
GR 2919 3387 3351 3194 3399 6.09 7.33 116.44
HU 1133 1121 1030 848 1198 2.36 2.58 105.74
IT 7 898 8552 7951 8371 8204 16.48 17.69 103.87
LT 717 701 895 866 660 1.50 1.42 92.05
LU 0 0 0 0 0 0.00 0.00 x
LV 325 423 239 221 209 0.68 0.45 64.31
MT 0 13 7 28 40 0.00 0.09 x
NL 1196 1257 1275 1239 1320 2.50 2.85 110.37
PL 5677 5306 4 897 4955 4579 11.85 9.88 80.66
PT 785 864 893 971 622 1.64 1.34 79.24
RO 2799 3291 4 400 4961 4282 5.84 9.24 152.98
SE 503 526 472 510 423 1.05 091 84.1
SI 572 608 563 506 466 1.19 1.01 81.47
SK 816 807 856 760 678 1.70 1.46 83.09
EU 47914 49 882 47941 47 815 46 367 100.00 100.00 96.77

Source: Authors’ own studies based on Eurostat.

Romania (respectively, by 3.62, 2.77 and 2.68%). On Taking into account the dynamics between 2013
the other hand, the biggest fall in admissions in that and 2017, it should be emphasized that an increase of
period was in the Czech Republic and Poland (respec-  students newly admitted to agricultural Master’s de-
tively, by 3.28 and 5.61%). gree studies was recorded in 12 countries. The highest
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Table 2. Characteristics and changes in the number of students newly admitted to agricultural Master’s degree studies in the
years 2013-2017

Ttem 2013 2014 2015 2016 2017 Share 2013 Share 2017  Dynamics ratio
persons persons persons persons persons (%) (%) 2017/2013 (%)

AT 401 362 339 349 341 1.64 1.34 85.04
BE 887 1031 974 1016 1108 3.63 435 124.92
BG 599 881 682 730 651 2.45 2.56 108.68
CY 13 7 8 8 15 0.05 0.06 115.38
CZ 2056 1542 1385 1426 1307 8.41 5.13 63.57
DE 3882 4314 4417 4509 4247 15.89 16.68 109.4
DK 333 354 303 373 359 1.36 1.41 107.81
EE 144 129 110 141 128 0.59 0.50 88.89
ES 2054 2015 2151 2401 1954 8.41 7.67 95.13
FI 124 181 143 133 155 0.51 0.61 125.00
GB 1433 1 880 2107 1906 2198 5.86 8.63 153.38
GR 432 361 291 437 428 1.77 1.68 99.07
HU 675 541 615 632 628 2.76 247 93.04
IT 2260 2441 2903 2 883 3277 9.25 12.87 145.00
LT 318 249 266 278 292 1.30 1.15 91.82
LU 29 3 3 42 33 0.12 0.13 113.79
LV 56 62 133 138 127 0.23 0.50 226.79
MT 0 0 0 0 0 0.00 0.00 X
NL 591 662 682 756 710 242 2.79 120.14
PL 3554 3173 2787 2593 2275 14.54 8.93 64.01
PT 934 948 767 885 917 3.82 3.60 98.18
RO 2398 2714 2543 3074 3181 9.81 12.49 132.65
SE 339 347 359 337 335 1.39 1.32 98.82
SI 260 231 248 245 174 1.06 0.68 66.92
SK 665 681 647 633 625 2.72 2.45 93.98
EU 24 437 25109 24 863 25925 25 465 100.00 100.00 104.21

Source: Authors’ own studies based on data Eurostat.

growth was in Latvia, Great Britain and Italy (126.79, An important index that shows the changing ad-
53.38 and 45%, respectively). In the case of other EU  missions to higher agricultural education in the Euro-
countries declining trends were recorded, the highest pean Union is the ratio of new agricultural students to
in the Czech Republic, Poland and Slovenia. the total number of students newly admitted to higher

acta_oeconomia.sggw.pl 31



Kubala, S. (2020). Comparison of enrolment in higher agricultural education in Poland and other European Union countries from
2013-2017. Acta Sci. Pol. Oeconomia 19 (3), 27-37, DOI: 10.22630/ASPE.2020.19.3.25

education studies. In the analysis of Bachelor’s stud-
ies (Fig. 1) in 2013, the highest level of the index was
in the Czech Republic, Greece, Italy and Slovenia
(from 3.34 to 4.88%). The admissions in Poland were
1.52%, which was the 15th position among the ana-
lyzed European Union countries. In 2017 the largest
admissions were observed in Greece, while the Czech
Republic dropped to the second position. There was
a significant increase of admissions during these years
in Hungary (1.33%) and Romania (1.29%), which put
them in third and fourth place with the largest admis-
sions. A growth in admissions during these years was
observed in nine countries. The biggest decrease of the
index value between 2013 and 2017 was in the Czech
Republic and Belgium (by 0.75 and 0.40%). In Poland
the admissions value slightly declined by 0.02%.

In the analysis of the Master’s degree studies
(Fig. 2) in 2013, the highest level of the index — as
in the case of Bachelor’s degree studies — was in the
Czech Republic (4.78%). Next positions were occu-
pied by Spain, Hungary and Slovenia (from 3.70 to
3.81%). The admissions in Poland in that year were
1.41%, which was the 19th position among the ana-
lyzed European Union countries. In 2017 the larg-
est admissions were recorded in Romania, then the
Czech Republic, Lithuania and Hungary. Poland was
in the 20th position. An increase of admissions dur-
ing these years was found in ten countries. The big-
gest decrease of the index value between 2013 and
2017 was in Spain, Greece, Slovenia and the Czech
Republic. In Poland a drop in admissions by 0.01%
was recorded.

6,00
5,00
4,00
3,00
o I I I I
1.1 NER R
oo I BERE i 1
AT BE BG CY CZ DE DK EE ES FI GB GR HU IT LT LU LV MT NI PL PT RO SE SI SK
2013 m2017
Fig.1. The share of newly admitted students to agricultural Bachelor’s degree studies compared with those newly admit-

ted to all higher education studies (%)
Source: Author’s own studies based on Eurostat.
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32

The share of newly admitted students to agricultural Master’s degree studies compared with those newly admitted

acta_oeconomia.sggw.pl



Kubala, S. (2020). Comparison of enrolment in higher agricultural education in Poland and other European Union countries from
2013-2017. Acta Sci. Pol. Oeconomia 19 (3), 27-37, DOI: 10.22630/ASPE.2020.19.3.25

The Ward method was used to select a group of
European Union countries with similar levels of
newly admitted Bachelor’s and Master’s agricultural
students, compared with the total number of newly
admitted students in the analyzed period. On the ba-
sis of the analysis of the horizontal tree chart (Fig. 3),
it was concluded that the closest to the vertical axis
are Denmark and Sweden. They are joined by Aus-
tria, Great Britain and the Netherlands. Cyprus, Malta
and Luxembourg are also connected with this group
of countries. The second cluster includes Poland and
Spain, joined by Germany and Portugal and at a further
distance, Latvia. The next group consists of Belgium
and Bulgaria, which are connected with Slovakia at
a further distance. The cluster is joined by Estonia and
Finland and subsequently Italy, Hungary and Lithua-
nia. A separate group represents Greece and Slovenia,
with the Czech Republic and Romania in the longer
distance.

An additional aspect of the study was to conduct
research aimed at presenting the cause and effect rela-

tionships between the number of persons undertaking
higher agricultural education and the economic effec-
tiveness of the functioning of agriculture in a given
country. The added value in agriculture is shown in
Table 3.

The highest level of added value in agriculture in
all years was observed in Italy, Spain, Germany and
Great Britain. A relatively high level was recorded in
the research period in Poland (which had the highest
among EU countries from Central and Eastern Eu-
rope). Between 2013 and 2017 an increase in value
was noted in four countries, the largest in Denmark
and Spain. In Poland, the value added of agriculture
decreased between 2013 and 2017 by 2.87%.

During calculations, observations were ranked
from highest to lowest. The lowest value of the cal-
culated indicator is for the year 2013 and amounts to
0.802 (Table 4). In the remaining years the correlation
index fluctuates from 0.825 to 0.884, which proves
the existence of a very strong relationship between the
analyzed variables.

Belgium
Bulgaria
Slovakia
Estonia
Finland
ltaly
Hungary
Lithuania

Czechia
Greece
Slovenia
Romania
Denmark
Sweden
Austria
United Kingdom
Netherlands
Cyprus
Malta
Luxembourg

-
0
)

-
it

Germany
Portugal
Latvia
Spain
Poland

10

o
o+

Fig. 3.

15 20 25 30 35

Dendrogram of a group of European Union countries differentiated by the number of students newly admitted in

agricultural studies compared with the total number of newly admitted students

Source: Author’s own studies based on Eurostat.
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Table 3. Value added in agriculture years 2013-2017 (millions USD)

Item 2013 2014 2015 2016 2017
AT 5396 5307 4314 4385 5010
BE 3584 3447 3186 2982 3277
BG 2562 2590 2077 2159 2370
CY 484 427 364 394 406
Cz 5033 5141 4162 4028 4443
DE 32981 34075 22072 23 289 28704
DK 4474 4880 2 898 3109 4707
EE 752 799 613 515 637
ES 34188 33513 31208 33291 35311
FI 6933 6 546 5174 5689 5930
GB 18 063 19 449 17076 15 457 15 636
GR 7693 8054 7464 6984 7520
HU 5208 5557 4605 4879 5247
IT 44 631 41761 37 004 35179 37 164
LT 1661 1662 1428 1322 1481
LU 171 192 131 132 165
LvV 992 1047 983 888 973
MT 120 127 116 120 123
NL 15705 15488 13 196 13 841 15 400
PL 15 066 14 246 10513 11238 14 634
PT 41703 4 659 4089 4030 4336
RO 10338 9426 7 446 7673 9259
SE 7097 6 822 5987 5739 5717
SI 865 1 006 883 868 829
SK 3565 4075 2964 3022 2960

Source: Author’s own studies based on Eurostat.

Table 4. The relationship between economic effectiveness and the number of newly admitted students

Year Spearman’s rank correlation coefficient
2013 0.802
2014 0.825
2015 0.841
2016 0.833
2017 0.844

Source: Author’s own studies based on Eurostat.
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The significance of the calculated factors was
also proved. Due to the small number of observa-
tions during the testing of the null hypothesis, their
accurate distribution was used. In all cases the null
hypothesis, stating that there is a lack of correlation
between the analyzed variables, was rejected for the
benefit of the alternative hypothesis indicating that
there is a correlation and it is positive.

SUMMARY AND FINAL CONCLUSIONS

The agriculture industry today is facing great chal-

lenges resulting from the need to properly modernize

the processes of agricultural enterprises, to obtain
subsidies in order to develop the industry, and to meet
the high demands imposed on agricultural producers.

Therefore, it is necessary to take measures to help

shape the people who undertake higher agricultural

education. This in turn may bring an indirect increase
in the work efficiency in agriculture. The conducted
study presents the situation of students newly admit-
ted to higher agricultural studies in the European Un-
ion and allows to come to the following conclusions:

1. One of the main problems of the future of agricul-
ture in the European Union is the decreasing ten-
dency of students to enroll in higher agricultural
studies. Regarding the admissions to Bachelor’s
degree studies between 2013 and 2017, this ten-
dency was observed in 15 European Union coun-
tries, and in the case of Master’s degree studies,
in 12 countries. One of the largest decreases in
enrolment was observed in Poland (the 7th larg-
est fall of admissions to Bachelor’s degree studies
and the second to Master’s degree studies).

2. When considering the relationship between the
number of newly admitted persons to higher ag-
ricultural studies and the total number of newly
admitted students to higher education studies, it
can be concluded that higher agricultural educa-
tion has the highest values in the Czech Republic,
Romania, Hungary (with regard to Bachelor’s de-
gree and Master’s degree studies), Greece, Italy
and Slovenia (with regard to Bachelor’s degree
studies) and Lithuania (with regard to Master’s

acta_oeconomia.sggw.pl

degree studies). Higher agricultural studies have
the lowest values in Cyprus, Great Britain and
Sweden. However, between 2013 and 2017, an
increase in the importance of higher agricultural
studies admissions in the total number of admis-
sions may be observed in nine countries (Bach-
elor’s degree studies) and in 10 countries (Mas-
ter’s degree studies).

3. On the basis of the selected groups of European
Union countries with similar levels of people
newly admitted to Bachelor’s and Master’s de-
gree agricultural studies, compared with the to-
tal number of newly admitted students, it may
be stated that Poland belongs to the group with
a relatively low level of higher agricultural stud-
ies preference. Additionally, the admissions in
Poland are one of the lowest among the mem-
ber countries in Central and Eastern Europe. The
highest importance of higher agricultural studies
is in the Czech Republic, Greece, Romania and
Slovenia. An increase in the number of students
undertaking these studies in the analyzed period
may be observed in Greece and Romania, how-
ever, in the Czech Republic and in Slovenia, in
spite of the year-to-year decrease in newly admit-
ted students, there are still high admissions.

4. The number of persons undertaking education at
agricultural universities is closely connected with
the agricultural efficiency in a given European
Union country, which means that in countries
with a significant percentage of persons undertak-
ing higher agricultural education, a high ability
to transform the workload into efficiency is re-
corded. However, there are limitations associated
with this method, mainly due to a lack of statisti-
cal data. The key issue is to gain knowledge about
the education that farmers in each country have,
and what percentage of people completing agri-
cultural studies work in agriculture.
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TENDENCJE W PODEJMOWANIU STUDIOW ROLNICZYCH W POLSCE NA TLE
KRAJOW UNII EUROPEJSKIEJ W LATACH 2013-2017

STRESZCZENIE

Celem artykutu jest identyfikacja zmian w poziomie podejmowania wyzszego wyksztalcenia rolniczego
w Polsce w poréwnaniu z krajami Unii Europejskiej w latach 2013-2017. Dodatkowym aspektem byto zba-
danie zwigzku przyczynowego miedzy liczbg osob podejmujacych wyzsze wyksztatcenie rolnicze a efek-
tywnoscia funkcjonowania rolnictwa w danym kraju. Wskaznik dynamiki wykorzystano do przedstawienia
istniejacych tendencji. Dodatkowo zbadano przyjgcia na poszczegdlne rodzaje studiow oraz przedstawiono
roznice w wartosciach w poszczegodlnych krajach Unii Europejskiej. Do analizy zwigzku przyczynowego
wykorzystano wspotczynnik korelacji rang Spearmana. Polska nalezy do grupy o stosunkowo niskim pozio-
mie podejmowania studiow rolniczych. Ponadto liczba 0séb ksztalcacych si¢ na uniwersytetach rolniczych
jest Scisle zwigzana z efektywnoscia rolnictwa w danym kraju Unii Europejskie;.

Stowa kluczowe: rolnictwo, wiedza, edukacja, szkolnictwo wyzsze, nabor, Polska, UE
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THE ROLE OF DERMOCOSMETIC PACKAGING IN CONSUMER

BUYING DECISIONS

Paulina Malinowska®™

Poznan University of Economics and Business, Poland

ABSTRACT

The aim of this study is to identify the role of packaging as a determining factor in the purchase of dermo-
cosmetic products, and to assess the impact of various elements and features of dermocosmetic packaging
on product perception and buying decisions made by consumers. A direct personal interview survey covered
a group of female consumers making regular purchases of dermocosmetic products in pharmacies. The survey
revealed that although dermocosmetic packaging is not seen as one of the major determinants to purchase, its
close connection to the perception of a dermocosmetic’s safety cannot be ignored. While shopping, consum-
ers tend to consider the following features of dermocosmetic packaging: its effectiveness in protecting the

product; label information; and product security.

Key words: dermocosmetic products, packaging, buying decisions, consumers

JEL codes: M30

INTRODUCTION

Unit packaging plays an important role in managing
consumer products and is used as a marketing tool,
becoming the basic identifier and determinant of
a product’s competitiveness. Packaging involves a set
of features that, when properly designed and selected,
indicate the nature and attributes of the packaged
product, which affects consumer purchasing behavior.
Poorly designed packaging leads to consumer mis-
interpretation of a product’s features and attributes,
which reduces the effectiveness of a company’s
marketing strategy. It is therefore important to iden-
tify the elements affecting consumers’ perceptions of
a product and their purchasing decisions. The dy-
namically developing market of dermocosmetics, with
a wide range of products on offer, has seen interesting
developments in unit packaging.

Paulina Malinowska https://orcid.org/0000-0002-4791-1130
Mpaulina.malinowska@ue.poznan.pl

© Copyright by Wydawnictwo SGGW

Dermocosmetics are cosmetics aimed at the care
of specific skin types and skin problems, distributed
only in pharmacies [Rzeznik et al. 2012]. Much has
changed since these types of cosmetics gained their
own definition and category, and dermocosmetics have
slowly begun to fill the shelves of the largest drugstore
chains. However, consumers still mainly associate
them with pharmacies and as having specialized prop-
erties, perhaps because pharmacies are places where
prescription and non-prescription drugs (known as
“over-the-counter” or OTC drugs) are available, along
with dietary supplements and dermocosmetics [Mruk
etal. 2014].

Given the wide variety of products, diversified
unit packaging and sales methods, coupled with psy-
chologically-conditioned behaviour patterns of indi-
vidual consumers, it is impossible to definitively state
that product packaging is one of the major factors
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determining buying decisions. However, as unit pack-
aging is closely connected with the product itself, it
plays a significant role in the buying patterns displayed
by consumers [Ankiel-Homa 2012].

FUNCTIONS OF THE PACKAGING
OF DERMOCOSMETIC PRODUCTS

Product packaging is cross-functional and plays a fun-
damental role along the supply chain, fulfilling require-
ments placed on it from logistics, marketing and the
environment. Figure 1 shows the main packaging in-
teractions. Packaging satisfies certain functionality cri-
teria which comprise the following: product protection,
production process functionality, storage and transport
chain functionality, product and producer presenta-
tion, provision of necessary information, usefulness,
consumer acceptance, compliance with environmental
protection requirements and conformance to applicable
standards [Lisinska-Kusnierz and Ucherek 2006].
Packaging requirements are enumerated in the ap-
plicable regulations. The form, structure and material of
packaging should guarantee the following: its tightness,
durability, functionality, adequate shape and size, bar-
rier capacity, consumer acceptance and positive impres-
sion of the product, producer and brand. Often packag-
ing details such as color, graphic design, manufacturing

and finishing techniques, and the usage solutions (i.e.
opening, closing and dispensing) are the only differ-
ences to be found [Walden-Koztowska 2005]. Visual
design of packaging is a set of messages which can be
conveyed by the kind of materials, size, shape, color,
graphic features (such as the position of text, images,
symbols, drawings, etc.) and functional solutions (such
as easy product dispensing) [Lisinska-Ku$nierz and
Ucherek 2006].

Packaging color can attract a consumer’s attention,
as well as make it easier to recognize the product, cre-
ate a positive image of the product, brand and producer,
and give an accurate impression of a product’s capacity.
Moreover, well-matched colors may help distinguish
a product be other similar-purpose products and inspire
consumer trust. Graphic design, i.e. all kinds of text,
colorful elements, symbols, photographs and drawings,
should not only provide information, but also appeal to
consumers, encouraging them to buy the product [Wal-
den-Koztowska 2005]. The colors of dermocosmetic
packaging remain more ascetic in style than other cos-
metics which are available in drugstores. Dermocos-
metic packaging is usually done in cold colors (white,
blue), which helps to associate them with the idea of
purity, freshness and sterile preparation. Some packag-
ing colors and symbols have come to be associated with
a particular skin problem, e.g. green — with acne, red

Environment
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Handle, transport,
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Packaging
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Fig. 1. The packaging interactions
Source: Saghir [2002].
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— with vascular issues, orange — with sun protection.
There is also a market trend among dermocosmetics
producers to use practical packaging, e.g. airless pack-
aging, tubes, and sprays that ensure more sterile and
safe use of products.

Product packaging is not one of the major fac-
tors determining the buying decision. However, since
it is closely connected with the product itself, it plays
a significant role in the buying patterns displayed by
consumers [Ankiel-Homa 2012]. The significance of
unit packaging in the buying process is conditioned, to
a large extent, on the type of buying decision. In habit-
based decisions, the packaging reminds the consumers
of the product and brand, and strengthens their habitual
behaviors. In such cases, the structural and visual ele-
ments are more important than information. In impulse-
-based decisions, the packaging serves as a means of
advertising the product; it identifies both the brand and
the product, invoking certain impressions regarding the
product’s value. In such cases, the structural and visual
elements of unit packaging are considered the most
significant. In prudent decisions, the packaging carries
specific product information and influences the mar-
keted product assessment [ Ankiel-Homa 2012].

The unit packaging determines the consumer’s per-
ception of functionality, the ease of opening and clos-
ing, and environmental-friendly aspects. The features
of the packed product, along with its quality and the
benefits derived from its use, including the economic
benefits, health-related benefits, natural character or en-
vironmental friendliness of the product are viewed by
the consumer through the prism of its packaging [An-
kiel-Homa 2012].

Cosmetics packaging has been studied by various
authors. According to Topoyan and Bulut [2008], the
packaging design of commonly marketed brands is as-
sociated with a higher precedence of purchase expec-
tations. Packaging design becomes more significant
when it is designed for aesthetics and to deliver specific
information to consumers. Grundey [2010] confirmed
that packaging plays an important role in the process
of creating a product, promoting it and finally selling
it. All functions of the packaging as protection, util-
ity and communication are important, and have to be
analyzed when creating a new product. If they are not
judged correctly, the price of the product can be seen
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as too high or the product can be unattractive to con-
sumers, and thus they will not be willing to purchase
it. Grundey showed that cosmetic brands could be rec-
ognized by only the packaging, without knowing the
brand. Cosmetic brands try to use neutral, earth, natural
and recycled materials in their packaging design, which
greatly appeals to consumers. Applying green and inno-
vative technologies in packaging also plays as a strong
positioning factor for cosmetic brands and their primary
and secondary packaging to support transportation and
prolong shelf-life.

Ezekiel et al. [2014] revealed that there are signifi-
cant relationships between the packaging color, labeling
and the quality of the packaging materials and consum-
er choice of cosmetic products. Packaging label, color
and the quality of packaging material should create a
favorable impression of the product for customers. Mo-
hamed et al. [2018] showed that cosmetics consumer
behavior was, in fact, affected by the visual elements
of the cosmetics packaging designs and thus affected
the consumers’ purchase intentions. Moreover, material
and color of hairstyle, skin care, and make-up product
packaging were proved to be of high importance with
respect to the level of attractiveness and effect on con-
sumers’ preferences. Adofo [2014] found that consum-
ers consider the packaging of a beauty product before
they make a purchase, and the level of influence that
packaging has on the consumers’ buying decision was
high. However, most researchers said that packaging
does not guarantee quality, but rather helps in catching
consumers attention, defining the product identity, and
protecting the product.

As mentioned above, cosmetics packaging has been
studied by many authors, but there is little research on
the packaging of dermocosmetics sold in pharmacies.
Due to the fact that dermocosmetics are products in-
tended for the care of skin problems, the author decided
to check whether in this case packaging and its features
also play an important role in consumer purchasing de-
cisions.

The aim of this study was to identify the role of
packaging as a factor determining the purchase of der-
mocosmetic products, and to assess the impact of vari-
ous elements and features of dermocosmetic packag-
ing on product perception and buying decisions made
by consumers in pharmacies.
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MATERIAL AND METHODS

The material was the unit packaging of dermocos-
metics intended for face care. This specific category
was chosen because it is the largest category of der-
mocosmetic products available in the dermocosmetic
market. Respondents were asked to assess the signifi-
cance of dermocosmetic product packaging, and the
specific elements and features taken into account in
the buying process.

With a view to solving the research query and
meeting the set objective, direct personal interview
surveys were conducted over the course of July,
August and September 2017, in the Wielkopolskie
Province on a group of 553 female consumers aged
15 and older. A non-probability sampling method
was employed to select the respondents, as a result
of which only women declaring regular purchases
of dermocosmetic products were surveyed. The re-
search results indicate a high share of women in mak-
ing buying decisions [Kiezel and Smyczek 2012],
both regarding cosmetics [Jurowczyk 2013] and der-
mocosmetics [Baranowska-Skimina 2012], therefore
the study sample were women declaring regular pur-
chases of dermocosmetics in pharmacies.

The sample selection process also took into ac-
count such demographic features as age, education,
monthly net income per family member, subjec-
tive assessment of one’s own financial position and
place of residence. Those criteria were considered
significant as they differentiate the buying styles of
individual consumers. The structure of respondents
included in the survey is presented in Table 1. This
structure, according to the age criterion, correspond-
ed to the distribution of the population of inhabitants
of Wielkopolska [GUS 2015]. Women aged 20-29
accounted for 29.7% of all respondents while women
aged 15-19 constituted only 7.0% of the surveyed
group. Most respondents had attained the higher
(54.8%) or secondary educational level (35.8%) and
resided in cities of more than 101,000 inhabitants
(37.8%) or 51,000-100,000 inhabitants (21.9%).
Most respondents declared monthly net income for
one family member above PLN 2,001 (75.6%) and
assessed their own financial position as average or
above average (85.2%).
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Table 1. The survey sample structure

Specification Sz;r;;zle Perc(s/n)tage
0
Sex women 553 100.0
15-19 39 7.0
20-29 164 29.7
30-39 125 22.6
Age (years)
40-49 79 14.3
50-59 89 16.1
60+ 57 10.3
primary 12 2.2
vocational 40 79
Education secondary
secondary 198 35.8
higher 303 54.8
up to 1 000 10 1.8
Monthly 1001-1 500 31 5.6
net income
for 1 family 1501-2 000 94 17.0
member
(PLN) 2001-2 500 150 27.1
2 500+ 268 48.5
very bad 4 0.7
Subjective below average 43 7.8
assessment
of own average 309 55.9
fi ial
fnancia above average 162 29.3
position
very good 35 6.3
rural area 76 13.7
town up
to 20,000 67 12.1
inhabitants
town of
Place of 21,000-50,000 80 14.5
. inhabitants
residence
city of
51,000-100,000 121 21.9
inhabitants
city of more
than 101,000 209 37.8

inhabitants

Source: Author’s own compilation based on the surveys con-
ducted (N = 553).
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RESULTS AND DISCUSSION

In the conducted survey, the impact of unit
packaging of dermocosmetic products on con-
sumer buying decisions was analyzed. Surveys
conducted by the Centre for Public Opinion
Research TNS OBOP in 2007 for the cosmetic
market [Urzad Ochrony Konkurecji i Konsu-
mentéw 2007] indicated that only 7% of the
respondents admitted to paying attention to the
visual aspects and packaging. The preliminary
research, carried out by the author on a group of
150 female respondents in 2015 [Malinowska
2015],alsorevealed thatdermocosmetic packag-
ing was not an important purchase determinant
(an average of 2.87). In the current 2017 study,
the respondents also stated that the packaging
was not an important purchase determinant (an
average of 2.80). The survey results are shown
in Table 2. However, it should be noted that
the packaging of a dermocosmetic product is
closely connected to its brand. In consequence,
while searching for a given product, the con-
sumer looks for a specific packaging.

Spearman’s rank-order correlation was
used to identify statistically significant rela-
tionships between socio-demographic factors
and the significance of the product packaging
for choosing dermocosmetics when shopping
in pharmacies. The age of the respondents,
their education, place of residence, monthly
income per family member, or the assessment
of their own financial situation did not have an
essential influence on the differences in their
declared importance of the dermocosmetic
packaging in the product purchase process
(p > 0.05). The assessments of importance of
the packaging (on a scale from one to five,
where 1 — the least important factor and 5 — the
most important one) were similar to one anoth-
er in individual groups.

As part of the personal interview, respond-
ents were asked to assess the significance of
specific dermocosmetic packaging features that
they take into account in the buying process.
These included: type of packaging material,
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Table 2. The packaging as a determinant of buying a dermocosmetic

product in the pharmacy
Spearman rank
Specification Value order correlation
results
Sex women 2.80+1.19 -
15-19 3.13 £1.32
20-29 2.82+1.18
Age (years) 30-39 279 £1.21 ( ]\1; =2*)0-0718;83
ge (years t(N-2)=-1.83;
50-59 2.76 £1.19
60+ 2.53 +1.14
primary 3.50 +1.31
vocational 2634127 R=-0.03;
Education secondary (N —2)=-0.698;
secondary 2.84 +1.20 p=0.486
higher 2.77 £1.17
up to 1 000 3.40 =1.07
Monthly
net income 1001-1 500 2.61 £1.26 R=0.022;
for 1 family 1501-2 000 2.59+£1.16 t(N-2)=0.506;
member 2001-2500  2.94+1.28 p=0613
(PLN)
2 500+ 2.80 £1.15
very bad 2.25+0.96
Assessment below average  3.28 +£1.28 — .
of own =-0.001;
financial average 2.72+£1.20 t(N-2)=-0.025;
situation above average 2.77 £1.15 p=098
very good 3.17 +1.15
rural area 2.70 +£1.20
town up to
20,000 2.93+1.18
inhabitants
town of
Place of 21,000-50,000  2.60 +1.09 R=10.053;
residence inhabitants t(N-2)=1.234;
city of p=0.218
51,000-100,000 2.74 +1.18
inhabitants
city of more
than 101,000 2.91+1.24

inhabitants

p — significance level for the test value; R — Spearman’s R-value; ¢ — val-
ue of 7 statistics checking the significance of Spearman’s R factor
Source: Author’s own compilation based on the surveys conducted

(N=553).
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structural form of the packaging, packaging shape, of workmanship/aesthetic aspects, product security
packaging color, graphic design (i.e. the placement of  — the safety of the packaging compared to the product
text, drawings, symbols, etc.), environmental-friendly  (e.g. the lack of negative interactions), effective pro-
aspects, packaging functionality (i.e. easy opening, tection of the product in use, and label information.
closing and dispensing, as well as durability), quality =~ The obtained results are shown in Table 3.

Table 3. The features of packaging taken into account in the buying process of dermocosmetic products

Type of Structural . . . Environmen-
Specification packaging form of Packaging  Packaging GraPhlc tal-friendly
. . shape color design
material packaging aspects
Sex women 255+1.16 2.73+1.13  2.63+1.14 259+1.18 2.66+1.18 2.85=121
15-19 2514125 267£126 2.74+125 277+127 279+126 2.74+129
20-29 246 £1.11  2.74£1.16  2.64£1.12  267£1.12  279+1.09 2.76+1.17
30-39 262£1.14  274£1.02  2.62+1.05 254+1.09 2.69+1.12 2.92+1.15
Age (years)
40-49 251115  2.73+1.17  2.63+1.19 256+126 248+121 2.77+1.28
50-59 2734126 2.69+121 2574126 253+132 2.63+127 3.09+1.24
60+ 247£1.12  272+1.08 2.63£1.08 244+1.13 240+128 2.77+127
primary 3.08+1.56 292138 292+138 292+131 3.08+131 3.08+1.38
) vocational secondary ~ 2.43£1.11  2.63+£1.15 2.80+1.09 2.73+1.38 2.53+1.38 2.78+1.42
Education
secondary 244 £1.11  2.67+1.11  2.64£1.15 263£1.16 270£1.16 2.78+1.14
higher 2.62£1.17  2.77+1.14 259+1.13 253+1.16 2.63+1.16 2.90+1.22
up to 1 000 2404135 240+1.17 240+1.17 220+123 2.00+0.94 2.70+1.42
Monthly 1001-1 500 2714124  248+1.09 271+1.10 2424120 2.65+1.14  3.03£1.20
net income
for 1 family 15012 000 236£1.22 273£123 259+1.13 257+122 249+1.18 2.78+1.35
E‘I‘,"Lr;‘;er 2 001-2 500 259£1.11  2.69+1.09 2.68£1.09 2.77+£1.18 2.77£120 2.90+1.24
2 500+ 258+1.15  3.50+0.97 3.70+£0.95 3.30+0.97 3.70£0.95  4.00 +1.05
very bad 2004082 1.75+£0.96 2.00+0.82 1.75+0.96 225+0.96 2.25+0.96
Assessment below average 2724108 2774104 295+0.97 284+1.19 295+121 2.95+1.19
of own average 258+1.19 2734114 2674117 2.64+1.18 261 +1.17 2.86+127
financial
situation above average 2434110 2.67£1.11 249+1.10 243+1.15 2.62+1.17 2.72+£1.08
very good 2.69£1.28 325+1.50 3.00+£1.41 275+126 325+1.71  3.00+1.41
rural area 226£1.16  2.62+122 259+1.18 242+125 237+121 2.62+121
townup 020,000 5 54 1147 9794108 2664120 2554128 260114 2784125
inhabitants
Place of town of 21,000-50,000 o3 1 19 26041.03 268110 2694109 288113  2.90+1.18
. inhabitants
residence
city of 51,000-100,000 5 23 1) o 2744100 2584114  2.61+123 2734122 313113
inhabitants

city of more than

101,000 inhabitants 2.53+1.17 3.00+1.45 3.84+1.12 3.84+1.05 4.25+0.88 4.00=+1.06
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Table 3, cont.
) . Effective
Specification Packagmg Quality Of. Prodgct protection of the . Label.
functionality =~ workmanship security . information
product in use
Sex women 3.72 £1.11 3.49 £1.11 3.91£1.13 4.05 +£1.04 3.98 +0.99
15-19 3.49 +£1.21 3.41 £1.33 3.64 +1.37 3.97 £1.20 3.79 +1.28
20-29 3.68 £1.06 3.43 £1.06 3.82+1.18 3.97 +1.12 4.02 £0.96
30-39 3.62 +1.11 3.53 +1.11 3.99 +£1.05 4.15+0.86 3.96 £0.95
Age (years)
4049 3.92+1.14 3.38+1.10 4.15£1.08 4.19 £0.96 4.10 +0.83
50-59 3.80 +1.10 3.62 £1.08 4.01 £1.05 4.06 +£1.04 3.98 +£1.07
60+ 3.84 +1.10 3.56 £1.10 3.68 £1.15 3.95+1.10 3.84 +1.01
primary 3.92 +1.16 4.17 +£1.03 3.92 +£1.00 4.00 +£0.95 3.58 £1.00
vocational secondary 3.93 +1.05 3.63 +1.15 3.75 +1.26 4.15+1.14 3.98 +1.05
Education
secondary 3.61 +£1.10 3.40+£1.11 3.85+1.13 3.93 £1.11 3.92 +1.02
higher 3.76 £1.11 3.50£1.09 397 +1.13 4.13 £0.97 4.03 +£0.96
up to 1 000 2.70 £1.49 2.50 +£1.27 3.10 +£0.99 3.80 £1.23 3.40 £1.65
Monthly 1001-1 500 339 +1.15 3.03£1.14 329 +1.35 3.55+1.34 3.16 +1.37
net income
for 1 family 1 501-2 000 3.77 £1.08 3.41 £1.20 3.80 +1.21 4.02+1.16 4.00 £1.06
?}‘fLr;b)er 2001-2 500 3.87 £1.11 3.61+1.06 4.05+1.04 4.16 £0.96 4.02+£0.99
2 500+ 3.50 +£1.08 3.60+1.17 2.80 £1.23 2.90 +1.29 2.90 +1.45
very bad 3.25+1.71 2.75 £0.96 3.50+1.29 3.50+1.29 1.75 £0.96
Assessment below average 3.53+1.22 3.14+£1.19 3.51+1.22 3.88+1.29 3.63 £1.22
of own average 3.76 +1.12 3.53+1.13 3.90 +1.15 4.04 +1.05 3.95+1.00
financial
situation above average 3.74 £1.02 3.51+1.00 3.99 +1.08 4.10£0.97 4.18 £0.81
very good 3.00 +£1.63 3.00 +£1.41 3.25+1.71 2.75 +1.06 3.00 +£1.31
rural area 3.61+1.20 3.46 £1.00 3.71 £1.21 4.01 £1.06 3.92 +£1.04
town up to 20,000 3.64 £1.00 3.52 +1.06 3794124 4.10+1.02 3.91£1.22
inhabitants
Place of town 0f 21,000-50,000 5 7 1} 49 3.56 +1.08 4.13 £0.93 4.04 £0.97 4.06 +0.83
. inhabitants
residence
city of 51,000-100,000 5 g5, o3 354 £1.11 4.11 £0.99 4.17 £0.97 4.00 £0.96
inhabitants
city of more than 4124114 3.4141.05 328 41,11 2834132 2754127

101,000 inhabitants

Source: Author’s own compilation based on the surveys conducted (N = 553).

Based on the 2017 survey results, it can be inferred
that the effective protection of the product in use, label
information and product security are the most impor-
tant packaging elements taken into consideration while
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purchasing a dermocosmetic product. These three are
followed by packaging functionality and quality of
workmanship/aesthetic aspects. Less attention is paid
to the environmental-friendly aspects, structural form,
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graphic design, packaging shape, color and type of the
packaging material. The preliminary research, carried
out by the author on a group of 150 female respond-
ents in 2015 [Malinowska 2016], also revealed that
the most important packaging features were effective
protection of the product, the packaging functional-
ity, label information, product security and quality of
workmanship/aesthetic aspects. Less attention was
also paid to the environmental-friendly aspects, form
and shape of the packaging and packaging material.

The age of the respondents had a statistically sig-
nificant influence on the importance of such features
of the dermocosmetic packaging as the structural form
and functionality of the packaging. When buying der-
mocosmetics, younger consumers (under 40) paid
more attention to the structural form of the packaging,
whereas older consumers (over 40) were more inter-
ested in the functionality of the packaging. Monthly
net income per family member in the families of the
respondents had a statistically significant influence on
how important the safety of the packaging was to them,
compared to the product (product security). An increase
in the level of the income meant that respondents paid
more attention to product security. However, for re-
spondents with the highest level of income, this feature
was less important when buying the dermocosmetic.
The financial situation of the surveyed consumers had
an essential influence on their different assessments
of the importance of the shape of the dermocosmetic
packaging, product security and information included
on it. For respondents who assessed their financial
situation as very bad, the shape of the packaging and
information included on it were less important, where-
as consumers who assessed their financial situation as
average and above average paid more attention to the
product security (safety of the packaging compared to
the product). Education and place of residence did not
have an essential influence on the declared importance
of the individual features of product packaging in the
buying process for a specific dermocosmetic. The as-
sessments of the significance of the packaging features
were similar to one another in individual groups differ-
ing in education levels and places of residence.

Both surveys from 2015 and 2017, confirmed that
dermocosmetics packaging is not an important pur-
chase determinant for female respondents, but it is
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closely connected to the safety of dermocosmetics.
The respondents pay attention to product security — the
safety of the packaging compared to the product (i.e.
the lack of negative interactions), effective protection
of the product in use, and label information. On the
other hand, although eco trends in the market are ob-
served, the consumers of dermocosmetics do not pay
attention to environmental-friendly aspects or type of
packaging material.

CONCLUSION

Although dermocosmetic packaging is not one of the
major purchase determinants, its close connection to
the perception of a dermocosmetic’s safety cannot be
ignored. While searching for a specific product, the
consumer looks for a characteristic packaging which, in
the case of dermocosmetic products, carries a number
of significant messages. The consumer pays attention
to the effective protection of the dermocosmetic in use,
label information and product security (like the lack of
negative interactions). These are important elements, as
women with skin problems want to feel safe while using
dermocosmetics. They want also to be informed about
uses and properties of a product that they apply to their
skin. This kind of information is included in the dermo-
cosmetic product packaging, influencing its perception
and the attitude taken by consumers with respect to the
packed product, and hence their buying decisions.

The conducted survey allowed to obtain data on
the importance of particular features of dermocosmet-
ic packaging. Summarizing the analysis of the con-
ducted study, there is a need for finding and designing
new forms of marking, together with graphic solu-
tions adjusted to consumers’ expectations. Packaging
of dermocosmetics can be an effective tool of market
communications only if quickly-changing needs and
expectations of consumers regarding its functions are
met. The results of the research can be used by cos-
metic companies, especially marketing departments,
in designing and introducing new products to the mar-
ket that meet consumers’ expectations. Correct adjust-
ment of markings placed by the manufacturers is nec-
essary if they want to effectively use dermocosmetic
packaging as a medium of information in marketing
communications.
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ROLA OPAKOWANIA DERMOKOSMETYKU W DECYZJACH ZAKUPOWYCH

KONSUMENTOW

STRESZCZENIE

Celem pracy byta identyfikacja roli opakowania jednostkowego jako determinanty zakupu dermokosmety-
kow oraz ocena wplywu poszczegdlnych jego elementdéw oraz cech na postrzeganie produktow i decyzje
nabywcze konsumentow. Przeprowadzono wywiady indywidualne kwestionariuszowe bezposrednie wérod
konsumentek deklarujacych regularne zakupy dermokosmetykow w aptekach. Badanie wykazato, ze chociaz
opakowanie dermokosmetyku nie jest glowng determinantg zakupowa, nie mozna lekcewazy¢ jego $cistego
zwiazku z postrzeganiem bezpieczenstwa dermokosmetyku. W trakcie zakupoéw konsumentki postrzegaja
i analizujg takie glowne elementy sktadowe i cechy opakowan jednostkowych dermokosmetykow, jak: moz-
liwo$¢ skutecznego zabezpieczenia produktu podczas jego uzytkowania, informacje na opakowaniu oraz

bezpieczenstwo opakowania wzgledem produktu.

Stowa kluczowe: dermokosmetyki, opakowania, decyzje zakupowe, konsumenci
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ABSTRACT

The research aims to assess the cost of capital according to the WACC methodology across the food industry
companies. The study also investigates the primary financial indicators for company position on the market
as total assets, total revenues, and total equity. The study was conducted among 35 European countries from
a sample of 1,274 records. The research period covers the years 2015-2018. The results of the survey under-
line the current asymmetric information problems in WACC food companies’ assessment between European
emerging and developed economies. The emerging markets were characterized by a higher level of the cost
of equity and debt. The cost of debt among companies from emerging economies was related to total assets
value and revenues, which proves the importance of the size of enterprises in relation to their market assess-

ment.

Key words: cost of capital, WACC, cost of debt, cost of equity, European food companies, emerging and
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INTRODUCTION

The cost of capital is an important parameter of any
capital decisions — everyone who invests their funds
in a company or provides capital calculates on this
basis the predicted benefits. From a company’s point
of view, the cost of capital represents the income that
a particular investment brings to the owners. For the
aim of the analyses, the most often used methodol-
ogy is a weighted average cost of capital (WACC).
It is a popular measure for both firms and investors
and plays a central role in finance theory. The issue of
measuring the cost of capital has been analysed since
Modigliani’s and Miller’s pioneering research in the
1950s [Modigliani and Miller 1958]. Modigliani and
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Miller first proposed the definition of the average cost
of capital before the tax-deductibility. According to
theory assumptions, the capital structure achieves its
optimum at the minimum level of the WACC. The the-
ory approach assumed that minimalizing the WACC
will maximize the value of firms. Further development
of the capital structure theory concerns the impact of
taxes. Companies that maximize the share of debt can
decrease the WACC level [Budhathoki and Rai 2020],
due to the tax shield effect. The practical cost of capi-
tal references was developed by Damodaran [1994]
and Madden [1998] and it was related mostly to the
firm’s valuation studies.

The cost of capital is defined as a minimum rate
of return that a company should offer its investors to
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induce them to buy stocks. The WACC, in comparison
with the rate of return on capital, allows evaluating
the investment effectiveness by revision of how the
company is creating its value. It also allows establish-
ing the competitive position of the enterprise. Further-
more, the WACC method appoints the market value of
a firm [Mari and Marra 2019].

Capital structure theory suggests that more relevant
information on the market is associated with a lower
cost of capital; thus, it reduces transaction cost and es-
timation of risk. Under information asymmetry, some
companies may influence the availability of external fi-
nancing by changing the information policy [Suto and
Takehara 2017]. However, the imperfect markets with
high information asymmetry will impact on the higher
costs of capital and scarcer financing [Coman 2011].
According to Armstrong et al. [2011], the markets with
perfect competition do not notice the effect of infor-
mation asymmetry on the cost of capital. These stud-
ies were the basis for the division of the sample into
emerging and developed economies markets. This cri-
terion of grouping underlined the cost of capital deter-
minants that Szczepankowski [2007] relates to produc-
tion capacity, time preferences for consumption, risk,
inflation, and the degree of limited capital resources.

The aim of the paper is the assessment of the cost
of capital among food companies from emerging and
developed European countries. The conducted analy-
ses also revised the impact of the size and scale of
operation on the WACC level of companies from the
food industry (firms specifics control variables). The
paper contributes to the discussion of the agency and
information asymmetry theory among capital structure
theories and signs into international business research
across intra-industry characteristics.

THE WACC ROLE IN FINANCIAL
AND INVESTMENT DECISIONS

The weighted average cost of capital is widely used in

investment and financial decisions, both by managers

and potential investors. This methodology is widely

used in:

— discounting cash flows from investments,

— discounting the company’s average income for
establishing the value of the company,
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— assessment of the impact of the capital structure on
the enterprise value,
— determining the lowest acceptable rate of return for
new investments,
— economic added value calculation [Habib 2006].
The cost of capital also represents an operational
and financial risk of the company [Rady et al. 2019]
and the assessment of the results of long-term invest-
ment and financial decisions made by the company
that could be compared to the profits expected by
shareholders. The WACC is also a measure that as-
sesses the use of assets rather than the sources of their
financing. Thus, companies exert WACC for project
accept/reject decisions while investors use it for their
over-valued/under-valued judgment. The WACC also
identifies the value that the company is expected to
pay to its security holders to provide funding for its
assets.

THE WACC DIFFERENCES ACROSS ECONOMIES
AND INDUSTRIES

Financial markets in emerging economies are not
assessed as being so efficient in terms of liquidity,
the number of players, and the role of public authori-
ties. Due to financial market imperfections, emerging
economies are characterized by a higher cost of equi-
ty. The country risk, especially in emerging markets,
affects asset valuation [Soeriowardojo 2010].

The WACC method is more comparable when
it concerns the same segment or industry. Then the
results identify how the market is efficient among
a particular industry that has similar risk determi-
nants [Copeland et al. 2005]. In the case of cross-
country comparisons, the difference could be a con-
sequence of the portfolio structure held by investors,
which will impact the expected equilibrium returns
and the financial policies of companies [Rezende et
al. 2019].

The WACC of younger firms is higher than that of
mature firms [Garcia et al. 2016]. Also, small firms
have limited capital market access and severe asym-
metric information problems [Frank and Shen 2016].
Thus, large and small firms often make different
choices about creating corporate policy as related to
different capital structure theories.
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The barrier of estimating the cost of capital con-
cerns the methodology issues of calculating the cost
of equity [Franc-Dabrowska and Kobus 2012, Franc-
-Dabrowska et al. 2018, Pawlonka 2018, Pawlonka
and Franc-Dabrowska 2018]. The cost of equity has
proven to be the more troublesome component of the
WACC. Among practitioners and researchers, the
standard valuation of the cost of equity capital in using
the capital asset pricing model (CAPM) method to cal-
culate the wacc is challenging, mostly across emerging
markets [Barthelemy et al. 2012]. Calculation of the
beta for a company or an entire industry in an emerg-
ing market is subjected to very high uncertainty and
instability [Barthelemy et al. 2012, Rady et al. 2019].
Emerging markets provide high investment opportuni-
ties, but also bring higher risk, which will be included
in the cost of equity capital [von Jenner 2008].

The younger markets with shorter history are char-
acterized by a higher cost of capital. Furthermore, the
cost of equity calculated on the CAPM method basis
does not fully integrate the risk in emerging markets
associated with potential economic and financial
shocks. Additional risks and uncertainties are related
to currency issues, inflation pressure and tax reforms
[Fernandez 2010]. What’s more, in many emerging
markets, long-term government bonds are not appro-
priately quoted and do not reveal the real operating
risk [Okere et al. 2010, Rady et al. 2019].

RESEARCH MATERIAL AND METHODOLOGY

The study concerns food companies listed on Euro-
pean stock exchanges. The research sample includes
1,274 observations in a four-year study period (2015—
2018) for 35 countries in which food companies were
listed during the investigated period. The companies
included in the sample need to be listed during two
years of observation. The total number of companies
were varied in the research period from 303 in 2015
to 329 in 2017. This researched period relates to the
available time-series data in Eikon database — Thom-
son Reuters (TR). The sample was divided into two
groups: emerging and developed economies, according
to the IMF economies division in 2018. The follow-
ing countries are classified as developed economies:
Austria, Belgium, Cyprus, Czech Republic, Denmark,

acta_oeconomia.sggw.pl

Estonia, Finland, France, Germany, Greece, Iceland,
Ireland, Italy, Latvia, Lithuania, Luxembourg, Malta,
the Netherlands, Norway, Portugal, Spain, Sweden,
Switzerland, and the United Kingdom. The following
countries were included in the emerging economies
group: Bosnia and Herzegovina, Bulgaria, Croatia,
Hungary, Macedonia, Poland, Montenegro, Serbia,
Romania, Russia, and Ukraine. The study uses the
ex-post data for the cost of capital.

The WACC methodology includes a two-step cal-
culation of the cost of equity-based on the capital as-
set pricing model and the cost of debt. According to
the WACC TR methodology, each category of capital
was proportionately weighted. All sources of capi-
tal, including equity stock, preferred stock and debt,
were included in the calculation of TR. The cost of
equity represents the return a firm theoretically pays
its equity investors. It was calculated by multiplying
the equity risk premium of the market with the beta of
the stock plus an inflation-adjusted risk-free rate. The
cost of debt represents the marginal cost to the com-
pany of issuing new debt. It is calculated by adding the
weighted cost of short-term debt and weighted cost of
long-term debt based on the one-year and ten-year ap-
propriate credit curve. Beta used in CAPM calculation
represents how much stock moves for a given move
in the market (based on the covariance of the security
price movement to the market’s price movement).

The WACC for a company represents the mini-
mum return that a company must earn on an existing
assets base to satisfy its creditors, owners, and other
providers of capital. It is calculated using the follow-
ing formula:

E D P
RWACC ZVKE +7KD(1—IC)+VKP

where:

E — the value of equity,

D — the company’s debt,

P — the company’s preferred stock,
V — total capital (E + D + P),

K, — the cost of equity,

K, —the cost of debt,

K, — the cost of preferred stock,

¢, — corporate tax.
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Three financial values were included in the study:
total assets, total revenues, and total equity. They are
the most often used indicators that present the com-
pany position on the market and firm-level character-
istics [Bozec et al. 2014].

Based on the capital structure theory the following
hypotheses were tested:

— HI: The cost of capital varies between companies
in emerging and developed markets.

— H2: The equity cost of capital varies between com-
panies in emerging and developed markets.

— H3: The debt cost of capital varies between compa-
nies in emerging and developed markets.

— H4: The WACC of food companies depends
strongly on the size of a company, equity, and total
revenues, which represent the financial indicator of
the company on the market.

For the H1, H2 and H3 hypotheses verification,
the U Mann—Whitney test was applied. This test was
used for investigating differences between the high-
lighted groups of economies. The U Mann—Whitney
is equivalent to the classic Student’s t-test for inde-
pendent groups. It relies on ranking results of a de-
pendent variable (from smallest to more significant) in
the studied groups and then comparing two groups. To
analyse the H4 hypothesis, a nonparametric correction
was made. The Spearman rank correlation test does
not carry any assumptions about the distribution of the
data compared to the Pearson correlation (7).

RESEARCH RESULTS

Food companies vary from other industries by the
business cycle, investors’ behaviour, and institutional
environment [Zabolotnyy and Wasilewski 2019]. The

Fig.

food industry is characterized by slower adjustment to
the production cycle and operation conditions of an
agro-natural basis related to natural properties of plant
and animal growth. The figure represents the sector
of the food industry group according to the NACIS
classification. The biggest number of companies listed
on European stock exchanges relay to manufacturing
companies (79.2%), the second-highest are companies
that were classified with their major activity as agri-
culture, forestry, fishing and hunting (16.8%).

Table 1 presents the descriptive statistics of WACC
results. In the investigated sample, the bigger groups
constituted for developed economies — 892 observa-
tions and 382 — were representing emerging econo-
mies in capital markets. The WACC for the food
companies sample amounts to 4.55%, while the me-
dian was lower only by 0.23%. The equity cost capital
was higher than the debt cost and amounted to 5.55%,
while the debt was equal to 2.06%. The cost of debt
was characterized by a higher variation than equity
capital, which amounts to 96.46%. It shows the dif-
ferent share of debt in the investigated sample. In the
case of developed economies, the WACC level was
lower (4.16%) than in emerging economies (5.50%).
The main component that influences that difference
was the cost of equity, which was higher in emerg-
ing economies and amounted to 6.85% (6.37% for
median). In the case of the developing economies, the
cost of the equity was lower and amounted to 4.98%
on average and 4.64% median value. Due to the stage
of financial market development, the cost of debt was
more moderate in the developed economies group of
companies. It amounted to 1.72%, while in the emerg-
ing, it was equal to 2.86%. However, the variation in
the cost of debt was higher in the group of companies

8;2,6%
4;,1,3% Wholesale
Retail Trade Trade

51; 16,8%
Agriculture, Forestry,
Fishing and Hunting

240; 79,2% Manufacturing

The NACIS sector structure of companies

Source: Author’s own elaboration based on Eikon database.
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Table 1. Descriptive statistics of WACC across developed and emerging economies in 2015-2018 (%)

Detailed N Mean

Standard  Coefficient

Median 25 quartile 75 quartile deviation  of variation

Weighted Average Cost of Capital 1274 4.55 4.32 3.02 5.82 3.10 68.11

g WACC Cost of Equity 1244 5.55 5.24 3.52 7.13 3.59 64.72
WACC Cost of Debt 1274 2.06 1.66 0.48 3.19 1.98 96.46

38 Weighted Average Cost of Capital 892 4.16 3.87 2.52 5.50 3.21 77.34
T§ é WACC Cost of Equity 862 4.98 4.64 3.08 6.56 3.51 70.48
a § WACC Cost of Debt 892 1.72 1.21 0.38 2.60 1.81 105.32
o B Weighted Average Cost of Capital 382 5.50 4.95 4.12 6.40 2.61 47.40
%" é WACC Cost of Equity 382 6.85 6.37 4.79 8.01 3.45 50.38
E § WACC Cost of Debt 382 2.86 2.85 1.58 3.85 2.15 75.19

Source: Author’s own elaboration based on Eikon database.

from developed economies (105.32%) compared to
emerging economies (75.19%). It indicates different
possibilities of shaping debt involvement in the capital
structure and the effect of the tax shield on the WACC
level.

Table 2 presents the descriptive statistics for
WACC’s main components. According to TR data, the
equity risk premium notices a similar level in the case
of developed and emerging economies companies
that operate in the food industry. However, the beta

Table 2. Descriptive statistics of equity risk, beta and market capitalization in 2015-2018

Standard Coefficient
Detailed N Mean  Median 25 quartile 75 quartile .. of variation
deviation
(%)
WACC Equity Risk Premium (%) 1244 5.50 6.00 5.00 6.00 1.67 30.43
Beta 1274 0.58 1.00 0.00 1.00 0.64 111.14

Total

Historic Mkt Cap, 5 Yr Avg

(million EUR) 895  3850.87 140.86  32.82 703.79  18948.00  492.05
o ., WACC Equity Risk Premium (%) 862 5.54 6.00 5.00 6.00 1.51 27.27
g 8
EE Beta 892 0.49 0.00 0.00 1.00 0.63 128.61
(o]
> 5 .
jo)
R g Historic Mkt Cap, 5 Yr Avg 609 462650 128.64 3421 685.69 2109423  455.94
(million EUR)
WACC Equity Risk Premium (%) 382 5.40 5.00 4.00 7.00 1.99 36.83
o &
= .2
%5E Beta 382 0.77 1.00 0.00 1.00 0.61 79.60
SR
£ S tor
m g Historic Mkt Cap, 5 Yr Avg 286 219926 160.17  29.93 703.79  13150.08  597.93
(million EUR)
Source: Author’s own elaboration based on Eikon database.
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indicator expresses a higher level among companies
listed in emerging economies on capital markets. The
average beta was 0.77. The food companies on devel-
oped economies stock have higher average capitaliza-
tion that amounted to 3,850 million EUR; however,
the median value was much lower. Capitalization was
significantly varied mainly in a group of companies
from emerging economies (597.93%).

The U Mann—Whitney test results (Table 3) con-
firmed the significant differences between emerging
and developed economies according to total WACC,
WACC cost of equity, and WACC cost of debt.

Table 4 shows the correlations between WACC,
cost of equity, and debt to total assets, total equity,
and total revenue. All correlation ratios were signifi-
cant in the case of developed economies; however, the

strength of WACC relation to assets, equity, and rev-
enues was relatively weak. The highest level of cor-
relation was noticed in the cost of equity capital and
total assets and total revenues (0.3289 and 0.3309). In
the case of the developed economies group, the corre-
lation was significant, however weak. The correlation
between the cost of debt to total assets and total rev-
enues amounted respectively to 0.2178 and 0.2068.

CONCLUSION AND DISCUSSION

The conducted research confirms the existing infor-
mation asymmetry barrier between companies listed
on European capital markets. In addition, food sector
companies in emerging markets are characterized by
higher volatility of quotations compared to developed

Table 3. U Mann—Whitney test results — differences between developed and emerging economies

Detailed U z P N1 N2
Weighted Average Cost of Capital (%) 112 230.0 -9.6629 0.000000 892 382
WACC Cost of Equity (%) 104 374.5 -10.3110 0.000000 862 382
WACC Cost of Debt (%) 113 857.0 -9.3925 0.000000 892 382

Source: Author’s own elaboration based on Eikon database.

Table 4. Spearman’s rank-order correlation

Detailed Total assets Total equity Total revenue

Weighted Average Cost of Capital 0.2141* 0.1960* 0.1938*

Eﬁ WACC Cost of Equity 0.2224* 0.1701* 0.1920%*
WACC Cost of Debt 0.25638 0.1398* 0.2225%

3 3 Weighted Average Cost of Capital 0.2915* 0.2827* 0.2891*
T§ g WACC Cost of Equity 0.3289* 0.3099* 0.3309*
83 WACC Cost of Debt 0.2943* 0.2077* 0.2592%*
o 3 Weighted Average Cost of Capital 0.0706 0.0598 0.0448
éﬁ g WACC Cost of Equity 0.0605 —0.0531 —0.0041
ol WACC Cost of Debt 0.2178* 0.0461 0.2068*

%p < 0.05.

Source: Author’s own elaboration based on Eikon database.
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economies. One of the reasons for this result is the
age of investigated companies. Therefore, companies’
lifecycle theory predicts that the WACC will tend to
fall over the lifecycle and will prolong [Mueller 2003].
Thus, the WACC of younger firms is higher than that
of mature firms [Garcia et al. 2016]. The study results
support stated hypothesis H1, H2, H3, according to
which the total WACC, equity, and debt distinguish the
food companies on emerging and developed markets.
The study was based on one main criterion of division:
the state of economic development. Thus, it does not
include the broad variety of factors that influence the
cost of debt on different markets.

The WACC level was significantly diversified be-
tween emerging and developed economies. It carries
a riskier approach to estimate the return on investment
by investors. The WACC of companies from devel-
oped economies was influenced by the relationship
between the cost of equity and the level of assets and
revenues. Among the investigated industry from an
emerging market, the WACC was determined by the
cost of debt also related to the level of total assets and
revenues. The H4 hypothesis was thus only partly con-
firmed. The study results also affirmed the results of
Salehi et al. that information asymmetry is positively
associated with debt and equity financing and thus in-
fluences the WACC level [Salehi et al. 2014]. An ef-
ficient market which reflects all available information
in the current equity price, will enable companies to
decrease the WACC level. This was also confirmed in
Suto and Takehara studies [2017]. Thus, it is especially
important in the case of smaller and younger firms with
a limited scale of operation. Frank and Shen [2016]
also underlined this issue.

Further research should include the diversification
of the WACC level among the food industry accord-
ing to cross-country analysis and macro-level determi-
nants (like labour market, level of unemployment, and
economic growth).

The limitation of the study is short time-series data
and a limited — at this point — number of variables con-
sidered in the analysis. The research was conducted
on a large group of entities, so it was not possible to
make individual adjustments related to all factors in-
fluencing the cost of debt, for example, the level of the
interest rate.
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ZROZNICOWANIE KOSZTU KAPITALU PRZEDSIEBIORSTW SPOZYWCZYCH WSROD
WCHODZACYCH 1 ROZWINIETYCH GOSPODAREK EUROPEJSKICH

STRESZCZENIE

Przeprowadzone badania miaty na celu oceng poziomu i zréznicowania kosztu kapitalu zgodnie z metodologia
WACC w podmiotach branzy spozywczego wsrod europejskich gospodarek wschodzacych i rozwijajacych
sig. W artykule uwzgledniono ponadto gtéwne wyznaczniki finansowe podkreslajace pozycje firmy na rynku
(suma aktywow, catkowite przychody i catkowity kapitat wlasny). W badaniach wykorzystano dane empi-
ryczne 1274 obserwacji z 35 krajow europejskich. Okres badawczy obejmowat lata 2015-2018. Uzyskane
wyniki badan podkreslaja znaczenie asymetrii informacji w ocenie dziatalnosci podmiotéw branzy spozyw-
czej, przy wykorzystaniu metodologii WACC. Wyniki badan wskazaly na istotne statycznie réznice migdzy
europejskimi gospodarkami wschodzacymi i rozwinigtymi ze wzgledu na koszt kapitatu. Rynki wschodzace
charakteryzowaly si¢ wyzszym poziomem kosztow dhugu i kapitatu. Koszt dtugu przedsigbiorstw z gospoda-
rek wschodzacych byl powigzany z ich wartoscig aktywow ogdtem i przychodow, co swiadczy o znaczeniu

wielkosci przedsiebiorstw wobec ich oceny rynkowe;.

Stowa kluczowe: koszt kapitatu, WACC, koszt dtugu, koszt kapitatu wlasnego, europejskie firmy spozywcze,

gospodarki wschodzgce i rozwinigte
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ABSTRACT

The article analyses the productivity and competitiveness of Polish organic farms of different sizes, as well
as their potential, production intensity and the costs. The analysis covers the period of 2013-2017. Infor-
mation that was used in this study came from FADN farms and was included in the publications Techni-
cal-economic parameters according to agricultural farm groups participating in the Polish FADN from the
years 2013-2017. Two methods were applied: a descriptive method with the use of tabulated summaries and
a comparative method. In 2013-2017 the production potential, productivity and competitiveness of Polish
ecological farms depended on their size. The largest farms with 50 ha of farmland turned out to be the most
competitive, whereas those with 30-50 ha of farmland were found to be able to withstand competition. Farms
that produce ecological products whose area is up to 30 ha were found uncompetitive despite subsidies.

Key words: area, productivity, competitiveness, production potential, organic farm, ecological crops, Poland

JEL codes: Q12, D2, D24, D3, D31, O1

INTRODUCTION

“Organic production is a general system of farm and
food production management based on the most en-
vironment friendly practices, high level of biological
diversity, natural resource protection, high standard
of animal breeding and production consistent with the
needs of some consumers whose preferences include
manufacturing with the use of natural substances and
processes” [Council Regulation (EC) No 834/2007].
A growing demand for ecological products caused
a continuous increase in the number of organic farms in
Poland, in 2004-2013. The situation changed in 2014,
which was the beginning of a drop both in the number of
organic farms and farmlands. In 2013-2017 the number
of organic farms was: 26,598; 24,829; 22,277; 22,435
and 20,257 respectively, whereas the farmland area
for organic products: 657,902; 580,730; 536,579 and
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494,979 ha [Zdrojewska (Ed.) 2017]. The functioning
of ecological farms depends on economic factors such
as: economic profitability of production, its competi-
tiveness as compared to conventional production and
dependence of the farm on subsidies. Competitiveness
of a farm is determined by its potential including the
area of land, resources, finances and human resources.
Competitiveness is a key factor for a farm to exist for a
longer time. It provides a farm not only with the ability to
keep functioning but also develop [J6zwiak (Ed.) 2014,
Nachtman 2015]. Competitiveness involves gaining an
income that would allow the farm to cover current costs
from its own resources and net costs of investments.
Competing and remaining on the market makes it pos-
sible for a farm to provide an income higher than its
own production input costs — if it is lower they can try to
adjust to new farming conditions or stop the activity and
use the resources in a different way [Kleinhanss 2015].
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It was assumed that competitiveness of organic
farms can be determined, among other ways, by the
area of farmland used for organic crops. Therefore, the
aim of the study was to assess productivity and com-
petitiveness of Polish organic farms with different area
size of farmland.

MATERIAL AND METHODS

Information obtained from organic farms which kept
Polish FADN accounts, included in the publications
Technical-economic parameters according to groups
of agricultural farms in 2013—2017, was analysed. The
analysis covered farms grouped according to area of
farmland in ha: 5-10, 10-20, 20-30, 30-50 and over
50 ha. Farms up to 5 ha were not included due to the
fact that they were subject to the Polish FADN only in
2013-2014. To provide assessment of farm potential
the following information was used: agricultural land
— AL (ha), total labour input per 100 ha AL (AWU), own
labour share in overall labour expenditure (%), total as-
sets (thousands PLN), overall capital (thousands PLN
per 1 ha AL), index of technical devices measured by
the value of machines and equipment in thousands PLN
per employee (AWU). The analysis also included pro-
duction costs measured by total costs per 1 ha AL (PLN)
and costs involved in 1,000 PLN of production. Produc-
tion efficiency of farms is expressed by productivity
indices that refer production to the input of particular
factors: farmland area, total input of labour and assets.
An index of competitiveness (Wk) was used for as-
sessment of farm competitiveness. The value Wk > 1
means full coverage of own production costs with in-
come, whereas, Wk < 1 means their partial coverage.

Wk = Dzgr / (Kwz + Kwp + Kwk)

where:

Dzgr — income from an agricultural farm,

Kwz — alternative cost of own land,

Kwp — alternative cost of own labour,

Kwk — alternative cost of own capital (without own
land).

Following Kleinhanss [2015], a more detailed
classification of competitiveness index was accepted,
where:

— Wkl — negative income from the farm,

— Wk2 (0 < Wk < 1) — partial coverage of own pro-
duction factor costs,

— Wk3 (1 < Wk < 2) — full coverage of own produc-
tion factor costs,

— Wk4 (Wk = 2) — double and greater coverage of
own production factor costs.

If Wk value is in the interval 1 <2, farms are able
to withstand competition, when it is Wk > 2, farms are
fully competitive.

Competitiveness of the analysed organic farms was
also viewed as their ability to develop, defined by the
income from management, income parity and net in-
vestment rate. The share of subsidies in the income
was analysed, as well. The following methods were
applied: a descriptive method with the use of tabular
summaries and a comparative method. Arithmetic
means of the analysed features from 2013-2017 were
used.

RESULTS AND DISCUSSION

Production potential of organic farms which are sub-
ject to the Polish FADN was related to their size. In
2013-2017, the area of farmland of a medium farm
from the group of farms 5-10, 10-20, 20-30, 30-50
and over 50 ha, was respectively: 8.1, 14.6, 24.7, 39.1
and 91.6 ha AL (Table 1). Labour input per 100 ha
AL of farms with larger area, largely based on hired
workers, was lower than that of smaller farms using
their own labour force. The value of technical devices
was higher along with an increase in the farm size
(Table 1). Labour inputs, decreasing along with an
increase in the farm size, were compensated by an in-
crease in technical devices. Along with an increase in
the farm size the value of assets per farm was higher,
whereas the capital per 1 ha of farmland decreased'. It
was similar for farms of 20-30 and 30-50 ha (being
respectively: 14.2 and 14.4 thousand PLN) — Table 1.

! The value of a farm capital covers values of: livestock, permanent crops, melioration equipment, buildings, machines and
devices and working capital. It does not include sums or other rights that could be separated from the value of land [Bocian

et al. 2017].
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Table 1. Production potential of ecological farms with different area of farmland in 2013-2017

Farms according to area in ha

Specification

5-10 10-20 20-30 30-50 over 50
Total utilised agricultural area (ha) 8.1 14.6 24.7 39.1 91.6
Total labour input per 100 ha AL (AWU) 19.3 12.2 6.9 5.0 2.7
Share of own work in total work expenditure (%) 89.5 87.8 89.6 82.4 70.4
Total assets (thous. PLN) 384.6 506.0 781.3 12333 2088.3
Farm capital per 1 ha AL (thous. PLN) 23.8 16.9 14.2 14.4 8.9
Value of machines and devices per 1 AWU (thous. PLN) 28.9 39.8 60.1 89.1 128.8

Source: Author’s own study based on [Goraj et al. 2015, 2016], Bocian et al. [2017, 2018, 2019].

Production of small organic farms was more in-
tensive. Production intensity measured by total costs
per 1 ha of farmland decreased along with an increase
in the farm area. Another dependence was connected
with costs borne for production worth 1,000 PLN.
They were similar for farms 5-10 and 10-20 ha and
20-30 and 30-50 ha. The lowest costs were found for
the largest farms (area above 50 ha), slightly higher
costs were found for farms 5-10 and 10-20 ha, where-
as farms whose costs were higher than the output
value were farms of 20-30 and 30-50 ha. The farms
differed in land productivity, labour and assets. The
highest land productivity, that is, 6,216 and 4,016 PLN
per 1 ha, was found for farms 5-10 ha and 10-20 ha,
respectively. For farms above 20 ha it was much low-
er (for farms 20-30, 30-50 and 50 ha it was: 2,436;

2,565 and 2,800 PLN, respectively). Another depend-
ence applied to labour productivity. Production per
one full-time employed person increased along with
an increase in the farm area. It was three times higher
in the largest farms (area 50 ha), and more than three
times higher in farms 5-30 ha, whereas in 30-50 ha
farms it was almost twice higher. Productivity of as-
sets was found to be the highest for the smallest and
the largest farms. Amount of 1,000 PLN located in as-
sets of 5—10 ha farms provided 131 PLN worth of pro-
duction, whereas 123 PLN worth of production was
provided by 50 ha farms. A slightly lower productivity
of assets (116 PLN) was characteristic of farms with
20-30 ha, the lowest was found for farms with 20-30
and 30-50 ha of farmland (which was 77 and 82 PLN,
respectively) — Table 2.

Table 2. Production intensity, production costs and efficiency of organic farms with different area of farmland in 2013—

-2017
Farms according to area in ha

Specification

5-10 10-20 20-30 30-50 over 50
Total costs per 1 ha of UAA (PLN) 5244.0 34323 25579 26779 23373
Total costs per thous. PLN total output (PLN) 853.0 855.5 1 056.2 1055.7 837.6
Total output per 1 ha UAA (PLN) 6216 4016 2436 2565 2 800
Total output per one full-time person (thous. PLN) 322 33.0 35.1 51.7 102.1
Total output for thous. PLN assets (PLN) 131 116 77 82 123
Source: Author’s own study based on [Goraj et al. 2015, 2016], Bocian et al. [2017, 2018, 2019].
acta_oeconomia.sggw.pl 59
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Developmental possibilities of organic farmlands
seem to be dependent on the level of generated in-
come and granted subsidies [Runowski 2009, Drygas
et al. 2017]. In 2013-2017 organic farms whose pro-
duction costs were the highest (20-30 and 30-50 ha)
were characterized by the highest share of subsidies in
the income; the lowest share was found for farms with
5-10 and 50 ha of farmland, whereas for farms with
10-20 ha it was slightly higher (the figure).

Organic farms with an area above 50 ha were found
to be competitive (competitiveness index 2.1), where-
as those whose area was 30-50 ha AL were found to
be able to withstand competition (competitiveness
index 1). Lower than one competitiveness index was
characteristic of farms up to 30 ha, which indicates
lack of competitiveness ability. Thus, farms smaller
than 30 ha could not be considered to be potentially
developmental in 2013-2017. “Competitiveness of
farms can be understood as the ability to develop in
specific economic conditions. It is measured by the
following factors: income parity, income from man-
agement and net investment rate” [Mirkowska and
Zigtara 2015, p. 51, Zigtara 2014, Sobierajewska and
Zigtara 2017]. Ecological farms and farms with the
ability to withstand competition had positive income
from management, whereas it was negative for farms
without competitive ability.

The level of own labour remuneration depended on
the farm competitive ability. In farms able to withstand
competition (30-50 ha AL) it was 1.5 times higher

%
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80,0
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40,0
20,0

0,0

than the mean remuneration in the national economy,
whereas in competitive farms (above 50 ha AL) it was
3.6 times. According to Mi$ and Zajac [2017] “agricul-
tural production by ecological methods in a region with
farms of diversified areas causes an income growth and
is farmers’ source of income which contributes to im-
provement in their financial situation and living stand-
ards”. However, the research carried out in 2013-2017
for ecological farms of different size, keeping accounts
according to the Polish FADN, proves that among the
farms which do not have a competitive ability, only
those achieved their own labour remuneration whose
area was 20-30 ha, whereas smaller farms did not even
achieve parity remuneration of own work. Similar
results were obtained by Nachtman [2015] from her
research on ecological farms in 2010-2013. The re-
sults of the research also proved that ecological farms
whose size was up to 30 ha of farmland achieved in-
comes that could not compensate even the costs of
their own labour. Only farms above 30 ha could im-
plement extended reproduction of their assets as, apart
from other factors, development of farms depends on
financial costs borne by them for reproduction, exten-
sion, and modernization of their assets [J6zwiak 2012,
Czubak and Sadowski 2014, Grzelak 2015, Sass 2017].
The surveys carried out in 2013—-2017 also confirmed
that competitive ecological farms and those able to
withstand competition were characterized by a posi-
tive net investment rate, whereas it was negative for
farms without competitiveness (Table 3).

107,7 1029

5-10ha 10-20ha 20-30ha 30-50ha over50 ha

Fig.

Share of subsidies in the income of organic farms with different area of farmland in 2013-2017

Source: Author’s own study based on Goraj et al. [2015, 2016], Bocian et al. [2017, 2018, 2019].
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Table 3. Competitiveness of ecological farms depending on size of their area in 2013-2017

Farms according to the size of area in ha

Specification

5-10 10-20 20-30 30-50 over 50
Competitiveness index 0.5 0.7 0.8 1.0 2.1

ability to
Competitive ability lack of competitive ability withstand competitive
competition

Income from management and risk 9620 2074 1440 304 104.40
(PLN per farm)? ' ’ ’ ’ ’
Income parity® 0.6 0.8 1.0 1.5 3.6
Net investment rate* —67.3 -26.5 -20.8 22.5 10.0

2 Management income is the difference between farm income and the costs of using own production factors (labour, land and
capital).

® Income parity is the ratio of farm income per unit of own work (FWU — family work unit = 2,120 hours of own work in a year)
to the average wage in the national economy. The average net wage in the national economy based on the calculations of the
Agricultural Accountancy Department of Institute of Agricultural and Food Economics — National Research Institute (Instytut
Ekonomiki, Rolnictwa i Gospodarki Zywno$ciowej — Pafistwowy Instytut Badawczy — IERiGZ-PIB) in 2013-2017 amounted to:

29,798; 30,915; 31,960; 33,135 and 34,743 PLN, respectively by area size.
° Net investment rate — net investment to depreciation ratio expressed in %.

Source: Author’s own study based on Goraj et al. [2015, 2016], Bocian et al. [2017, 2018, 2019].

Nachtman and Zekato [2006] and Mi$é and Zajac
[2017] observed that small areas of farmland that
belong to individual farms are an important factor
limiting the possibilities of development of organic
farming in Poland. The results of research show that
competitiveness of farms depends on the production
scale represented by the size of their area, and small
farms cannot seek chances for success by switching to
ecological production methods. Recently, ecological
farming has undoubtedly been boosted by subsidies
to ecological production. It is worth focusing on the
largest organic farms. Subsidies to ecological farming
encouraged the farm owners to switch to ecological
production methods. A comparison of labour input of
particular farms shows that the largest organic farms
were characterized by low labour consumption caused
by simplified organization of production. Thus, the
results of the study confirm to some degree that or-
ganic farming subsidies after 2004 supported switch-
ing to production of goods which were not necessarily
in demand by consumers. This shows that sometimes
a system of subsidies can lead to development of an
undesired situation.

acta_oeconomia.sggw.pl

CONCLUSIONS

The study has shown that in 2013-2017 the produc-
tion potential, production efficiency and competitive-
ness of Polish agricultural farms depended on the size
of their area.

1. The value of a farm’s assets was higher along with
an increase in the size of its area. The largest farms
quite significantly based their activity on hired
workers, whereas smaller farms used their own
labour resources. Labour outlays decreasing with
a growth in the farmland area were compensated
by an increase in technical devices.

2. Production intensity decreased along with an in-
crease in a farm’s area size. Production costs ex-
ceeding its value were found for farms with area
equal to 20-50 ha, whereas the lowest costs were
reported for the largest farms, above 50 ha.

3. Labour efficiency increased along with an increase
in the farm area size. Productivity of land and assets
had a different course. The highest was characteris-
tic of smaller area farms, whereas the lowest were
found for the small farms whose area was 2030 ha.
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4. The largest farms with an area above 50 ha were
found to be competitive, those whose area was
30-50 ha were found to be able to withstand com-
petition. The analysis showed that farms smaller
than 30 ha were not competitive, despite being
provided with subsidies.

5. Management income of competitive farms and
those able to withstand competition was positive,
whereas it was negative for farms which did not
have competitive ability. In competitive farms,
own labour remuneration was 3.5 times higher
than the average gross salary in the national econ-
omy, whereas it was 1.5 times higher in farms able
to withstand competition. Among farms without
competitive ability, own labour remuneration on
the parity level was achieved by 20-30 ha farms,
whereas the remaining farms did not even reach
parity payment of own labour.

6. Net investment rate of competitive farms and those
able to withstand competition was positive, whereas
it was negative for farms without competitive ability.
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KONKURENCYJNOSC POLSKICH GOSPODARSTW EKOLOGICZNYCH O ROZNEJ
WIELKOSCI OBSZAROWEJ W SWIETLE DANYCH FADN

STRESZCZENIE

Analizowano efektywno$¢ oraz konkurencyjnosci polskich gospodarstw ekologicznych o réznej wielkosci
obszarowej. Ocenie poddano takze ich potencjal, intensywnos$¢ oraz koszty produkcji. Badaniami objgto
lata 2013-2017. Postuzono si¢ informacjami z gospodarstw prowadzacych rachunkowo$¢ Polski FADN,
zawartymi w publikacjach Parametry techniczno-ekonomiczne wedtug grup gospodarstw rolnych uczestni-
czqgcych w Polskim FADN w latach 2013-2017. Zastosowano metody: opisowa z wykorzystaniem zestawien
tabelarycznych oraz poréwnawczg. W latach 2013-2017 potencjat produkcyjny, efektywnos¢ i konkurencyj-
nos$¢ polskich gospodarstw ekologicznych uzaleznione byty od ich wielkosci obszarowej. Gospodarstwami
ekologicznymi konkurencyjnymi okazaty si¢ gospodarstwa obszarowo najwieksze, powyzej 50 ha UR, zdol-
nymi za$ do konkurencji o powierzchni 30-50 ha UR. Gospodarstwa prowadzace produkcje ekologiczng na
powierzchni do 30 ha UR pomimo uzyskiwanych doptat nie miaty zdolno$ci konkurencyjne;.

Stowa kluczowe: wielkos¢ obszarowa, efektywno$é, konkurencyjnos¢, potencjat produkcyjny, gospodar-
stwo ekologiczne, uprawy ekologiczne, Polska
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ABSTRACT

A hotel facility classification system makes it possible to standardise the quality of hotel services, and should
guarantee hotel compliance with predefined requirements and criteria. In order to determine the impact of
a hotel’s rating in Poland on the quality of services it offers, the authors conducted a survey which covered
a sample of 226 respondents. Based on the study, it was established that the classification system affects the
quality of services provided by the classified properties, and that consumers of hotel services are aware of the
standards and amenities which the hotels they choose should offer. However, it is important to indicate that
nearly half of the respondents noted that a hotel’s category does not always guarantee that the appropriate

standard required by law is being maintained.

Key words: hotel, categorisation, quality of services, consumer, Poland
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INTRODUCTION

A hotel facility which hopes to succeed on the mar-
ket must meet the increasing needs and requirements
of hotel guests. Growing consumer expectations
shape the quality of services which are offered by
the properties. The above-mentioned quality level is
also determined and affected by the requirements and
standards that are mandatory for hotels belonging to
a particular category. The classification system in Po-
land has been created to distinguish the level of qual-
ity of the services rendered. Classification may be
perceived as a basic determinant of quality standards
in the hotel industry as well as a vital administra-
tive and legal element. It is defined as “the rating of
objects of a particular type into groups according to
previously established criteria applied to determine
their standard” [Nawrocka and Oparka 2007]. In this
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context, classification is also regarded as an impor-
tant element in the protection of consumer rights
due to the fact that the client, based on the hotel
category, is aware of what he or she should expect
from a particular facility. It is also important to note
that classification is a source of information about
a specific quality standard of the services which the
hotel provides. Hotel guests, when choosing a given
venue, have specific requirements and expectations,
and the failure to meet them often leads to guest dis-
satisfaction. Thus, the quality of services provided
is one of the most important factors that distinguish
a particular hotel from competing properties. The ba-
sis of the success of any hotel company is consumer
satisfaction, which is the starting point for building
trust and lasting relationships with clients.

Keen competition on the hotel services market,
constantly increasing customer expectations and the
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desire to meet them to the highest possible degree

have led to decisions from an increasing number of

entrepreneurs who provide hotel services to undergo
the classification procedure [Blaszke and Skotarczak

2015]. Information concerning the scope and quality

of services is very important for clients before they

make the decision to stay at a given property [Sala

2019]. Hence, classification is used, among other rea-

sons, to:

— 1impact the level of services provided by forcing
the level to be increased or maintained through
setting a minimum standard which has to be ob-
served;

— facilitate the assessment process of the quality of
services by implementing provisions and stand-
ards that allow customers to compare the actual
state of the hotel with the generally applicable cri-
teria;

— protect consumer interests by helping to enforce
the provision of services at an appropriate level,
previously agreed and confirmed by an adminis-
trative decision concerning the standard of a par-
ticular facility;

— improve business transactions and economic turn-
over [Borkowski and Wszendybyt 2007];

— develop commercial and service contacts between
the guest and the hotelier, without the need for
a detailed description of the facility [Borkowski
and Wszendybyt 2007], which allows custom-
ers to choose the right hotel without the need for
a detailed analysis of the facility’s equipment or
amenities [Pawlicz 2011].

The category of a hotel facility informs the poten-
tial consumer about the quality standard of services
provided in a given tourist enterprise. It is used by
guests and tour operators as valuable information,
and it allows the hotel to improve its image. When
choosing a hotel, the consumer is guided by, among
other things, its category, including the number of
stars and the prices offered [von Liebfried 2006]. It
is important for the facility’s classification to best
meet the requirements of a significant share of ho-
tel buyers [Sidorkiewicz and Pawlicz 2015, Jasins-
kas et al. 2016], and for the classification method to
be a transparent process [Sidorkiewicz and Pawlicz
2015].
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THE OBJECTIVE AND RESEARCH METHODS

The objective of the study was to analyse legal regu-
lations regarding hotel classification in Poland and
assess respondents’ perception of the impact of hotel
classification in Poland on the quality of services pro-
vided by the hotels. The authors formulated the fol-
lowing research hypotheses:

1. In the respondents’ opinion, the classification of
hotels has a significant impact on the level of qual-
ity of services provided in a particular facility.

2. One of the main factors determining a consumer’s
choice of hotel facility is the type of category of the
hotel.

3. Consumers using hotel services declare that they
have knowledge about the standards and hotel fa-
cilities in a particular category.

4. According to respondents, the number of stars
achieved by the hotel is an absolute indicator of
quality.

As part of the primary research, the authors used
survey questionnaires to examine the opinions of us-
ers of hospitality services in Poland. The research tool
used in the study was a survey questionnaire, which
was constructed using a Google form. The form was
made available on the Internet at the beginning of May
2020. The researchers applied the purposeful sampling
method. The research sample was made up of 226 re-
spondents who used hotel services in Poland. 77.4% of
the survey participants were women, and 22.6% were
men. The largest group, i.e. 51.8% of all respondents,
included individuals aged 18-28. The second larg-
est group were people aged 29-39 (37.7%). The next
groups consisted of respondents aged 40-50 (8.0%)
and 51-60 (2.7%). Only two people (0.9%) were rep-
resentatives of the 60+ age group. The vast major-
ity of the sample declared having higher education
(73.5%), while almost one-fourth of the respondents
(23.9%) indicated having a secondary education level.
The smallest number of study participants were peo-
ple who completed vocational schools (1.8%) or those
who declared having primary education (0.9%). Al-
most half of all respondents (47.8%) were individuals
who declared that their financial situation was good. In
second place, about one-third of respondents (29.2%)
indicated that their material situation is average.

acta_oeconomia.sggw.pl
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Respondents who took part in the study were diver-
sified with regard to their place of residence. People
living in cities with over 500,000 inhabitants (39.8%)
constituted the largest group. Every fourth respondent
(24.3%) lived in towns of other sizes, and every fifth
(19.9%) lived in a village.

SYSTEM OF CLASSIFICATION OF HOTEL
FACILITIES IN POLAND IN THE CONTEXT
OF LEGAL REQUIREMENTS

The aim of introducing classification regulations was
to maintain or continuously improve the standards of
services offered by hotel facilities. The regulations
contain provisions that specify the minimum require-
ments which need to be fulfilled by a property. Of-
fering services that are below established standards is
unacceptable. As a result, the quality of services stipu-
lated in the regulations cannot be lower, but it may and
even should be higher [Firlej and Spychalska 2015].

Currently in Poland, the categories and types of
hospitality are specified in the Act of 29 August 1997
on hotel services and services of tour leaders and tour-
ist guides, as well as in the Regulation of the Minister
of Economy and Labour of 19 August 2004 on hotel
facilities and other facilities where hotel services are
provided. The regulation specifies the requirements
regarding furnishings and equipment in facilities, the
qualifications of hotel staff and the scope of services
— including catering services — offered by a particular
property.

Each hotel facility operating in Poland needs to un-
dergo the classification procedure. In order to be cat-
egorised, the hotel owner must submit an application
for a specific category, pay a certain fee (the higher
the rating — number of stars — the greater the amount
required), and then invite the accreditation commis-
sion whose task is to assign an appropriate category.
If a particular hotel facility has not been able to be
classified in a given category, or if the category of
the establishment does not meet the requirements
specified in the law, then the owner of the facility is
obliged to submit an application to the voivode (prov-
ince governor) for granting the appropriate category
to the hotel [Borkowski and Wszendybyt 2007]. It is
important to note that it is possible to offer hospitality

acta_oeconomia.sggw.pl

services without being granted the right to use a spe-
cific category provided that the property does not use
proprietary names, i.e. hotel, motel, tourist house,
guest house, hostel, youth hostel, camping and camp-
ing site. Thus, it is possible to distinguish two separate
groups of hotel facilities. The first includes facilities
which are interested in using the proprietary names in-
dicated above. In such a case, they need to undergo an
appropriate classification process. The second group
consists of other facilities, namely, properties offer-
ing hospitality services which do not call themselves

“hotels”. In this case, the authorities that register such

entities are representatives of local administrations,

i.e. municipality and communal offices. These types

of facilities may have a different designation, such as

an inn, a holiday resort or “hotel services” as the law
does not prohibit this. The same register also covers

agritourism facilities [e-Hotelarz.pl 2011].

The Resolution of the Minister of Economy and
Labour of 19 August 2004 on hotel facilities and other
facilities where hotel services are provided stipulates
the minimum requirements concerning the quality of
the services related to hotel ratings. The provisions
cover the following areas:

— external elements of the site/facility, e.g. lighting;

— internal furnishings and equipment of the hotel,
e.g. elevators, air conditioning, water supply, heat-
ing, sewerage;

— reception service and catering objects, e.g. mini-
mum space, the number of toilets available and toi-
let appliances;

— the minimum size of hotel rooms, lighting, fur-
nishings and facilities, hygiene and sanitary appli-
ances;

— the minimum range of hotel services provided, e.g.
wake-up service at the guest’s request;

— the minimum requirements for the qualification of
the hotel staff.

The greater the number of stars a particular hotel
has, the more it is required to meet the higher require-
ments for its guests, both in terms of land develop-
ment/site arrangement, the size of the rooms, and the
qualifications of the hotel staff. As a result, consumers
can choose their desired level of service based on the
information related to a particular category. The cost
of a room also often influences this decision [Firlej
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and Spychalska 2015]. The requirements set out in the
classification regulations relate primarily to technical,
performance and operational parameters as well as the
scope of the hospitality offer [Dominik and Drogon
2009]. The provision of additional services is not only
dependent on the entrepreneur’s decision, but also on
the requirements of the said regulation concerning the
facilities in which hotel services are provided!. Hotels
below the four-star standard are not required to offer
additional services. Nevertheless, many hotels are ex-
panding their offer with these types of services. Small
facilities with fewer than 100 rooms, which are located
along national roads, in city centres or on the outskirts
of cities, provide only accommodation and catering
services. According to the regulation, four- and five-
-star hotels are required to provide conference servic-
es, select spa & wellness services, as well as numerous
other services [Regulation of the Minister of Economy
and Labour of 19 August 2004]. Luxury hotels provide
the widest range of additional services. They are very
diverse, but the most popular include business tourism
services, recreation services and leisure time anima-
tion, wellness & spa, gaming and gambling services,
beauty salons, and car rental as well as services associ-
ated with retail sales [Sala 2019].

The fact that administrative authorities have
a number of measures and courses of action regard-
ing hotel services at their disposal is a factor which
may directly affect the quality of services provided
by entrepreneurs. The risk connected with receiving
a decision imposing a change in their classification or
a suspension in their provision of hotel services means
that hoteliers must ensure the level of quality, maintain
the standard of the facility or carry out activities aimed
at raising its category, expand the scope of additional
services and guarantee the protection of hotel guests.
Although undergoing a process of classification is not
a mandatory act, the category of a facility is an impor-
tant marketing element, since it supports the hotel’s
advertising initiatives and it enhances its prestige [Tu-
libacki 2009].

HOTEL CLASSIFICATION AND THE QUALITY
OF THE SERVICES PROVIDED - ASSESSED
BY SURVEYS

In the survey, respondents were asked to declare which
category of hotels they used most frequently when
travelling in Poland. According to their answers, the
most frequently chosen hotels were three-star hotels
(32.3%). This answer was indicated by slightly more
men (39.2%) than women (32.3%). Four-star hotels
were a close second (29.6%). One-star hotels turned
out to be the least frequently selected hotels (0.9%). In
the studies conducted by Jabtczynska and Kopczyk in
2015, respondents also chose three-star hotels (29.3%)
most frequently. It is important to note that the number
of hotels in Poland is still growing. In 2019, the group
of all hotels which were assigned a specific category
included 2,507 properties, out of which 1,318 were
three-star hotels and 559 were two-star hotels (Ta-
ble 1). There were 76 five-star hotels. In addition,
there were 128 hotels whose classification procedure
was in progress at the time. In recent years, there has
also been an increase in the share of economy hotels
in Poland, which shows that the number of hotels with
a lower rating is growing?. This may result from the
fact that lower-cost facilities may be characterised by
high efficiency in economically challenging times.
Pursuant to categorisation requirements, these hotels
may offer minimum catering facilities, which allows
them to significantly increase their efficiency, as cater-
ing services are very cost-intensive [Chroboczynska
2020].

Survey participants were asked whether they are
aware of the amenities and standards which must be
provided by a facility when they are selecting a hotel
with a specific standard of service, as reflected by the
number of stars assigned in a given category. Almost
half of the respondents (45.1%) declared that they
rather knew the basic requirements regarding the ho-
tel rating. Such an answer was provided by more men
(60.8%) than women (40.6%) and more people with

! See more: K. Stepniak (2010). Ustugi dodatkowe w obiekcie. Retrieved from http://www.horecanet.pl/uslugi-dodatkowe-

w-obiekcie [accessed 27.04.2020].

2 Local Data Bank of Statistics Poland (Bank Lokalnych Danych GUS). Retrieved from https://bdl.stat.gov.pl/BDL/dane/

podgrup/tablica [accessed 20.06.2020].
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Table 1. The number of hotels in individual categories in 2019 in Poland and the hotel category which is most frequently

chosen by respondents (%)

The hotel category which was most frequently chosen by

Number of hotels respondents”
Specification m 1nd1v1@ua1 gender
categories total
in2019° [N =226] women men
[N=175] [N=51]
one-star hotel 36 0.9 1.1 0.0
two-star hotel 559 53 5.7 3.9
Hotel three-star hotel 1318 323 30.3 39.2
category
four-star hotel 418 29.6 30.3 27.5
five- or five plus-star hotel 76 44 34 7.8
Respondents’ declaration: 3 274 9.1 216

“I don’t pay attention to the hotel category”

Source: * Based on the Local Data Bank of Statistics Poland (Bank Lokalnych Danych GUS), retrived from https://bdl.stat.gov.
pl/BDL/dane/podgrup/tablica [accessed 20.06.20207; ° authors’ own work.

higher education (50%) than with primary, vocational
and secondary education (31.7%). On average, every
fourth respondent (27.4%) stated that they are defi-
nitely aware of the amenities required in a hotel with
a specific rating. In this case, women (30.3%) declared
having such knowledge more frequently than men
(17.6%). Only 3.1% of respondents indicated that they
are definitely not aware of what they should expect or
are entitled to in a given hotel facility (Table 2).

The survey examined the factors which affect
choice of services of a given hotel to the largest and
the smallest degree, as indicated by the surveyed
population (the figure). The location of the hotel
turned out to be a factor with the highest rating (an
average of 4.46). Another factor which had a signifi-
cant influence on the respondents’ selection of a par-
ticular facility was the cost of accommodation per
day (average 4.38) as well as the opinions expressed

Table 2. Assessment of respondents’ knowledge of the standards and amenities of the selected hotel in a particular cat-

egory (%)
Gender
Ficati Total
Specification [N = 226] women men
[N=175] [N=51]

Definitely yes 274 303 17.6
Rather yes 45.1 40.6 60.8
Neither yes nor no 11.9 11.4 13.7
Rather no 12.4 13.7 7.8
Definitely no 3.1 4.0 0.0

Source: Authors’ own work.
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Location of the hotel
Price per day

Opinions of other people
Updated website

Hotel interior design
Restaurant in a hotel

Guarded parking lot

Factor

Recreation facilities
Number of stars
Additional services

Part of a hotel chain
Facilities for the disabled
Possibility of organising a special event

Conference facilities

I 2,87

I 1,77
I 1,76

I 4,46
I 438
I 4,04
I 3,88
I 3,41
I 3,34
I 3,15
I 2,88

m average factor rating

I 2,56
I 2,04
I 1,83

1

3
Average score

The assessment was carried out according to a five-point scale, where 1 means very little impact and 5 represents very high impact.

Fig.
Source: Authors’ own work.

by other people (average of 4.04). The possibility of
organising a special event at the hotel (an average
value of 1.77) and conference facilities (average of
1.76) were the factors with the lowest scores in the
presented ranking. The number of stars achieved by
the hotel received only an average of 2.87, taking 9th
place among all 14 factors mentioned in the research.
This means that a hotel’s category is not a decisive
factor in terms of respondents choosing a particular
facility.

In the studies conducted by Jabtczynska and Kop-
czyk [2015], respondents were asked which of three
factors is the most important when selecting a hotel.
First, survey participants indicated the price for ac-
commodation (62.4%), then the standard of the hotel
(30.1%), and finally the services it offered (7.5%).
Thus, the findings indicate that the price of a room
is a very important factor among people using hotel
services. Nevertheless, in the respondents’ opinion, the
standard of the hotel is also a relevant criterion when
selecting a particular facility. In turn, studies carried
out by Gotgb-Andrzejewska [2014] suggest that, when
choosing a hotel, respondents were most often guided
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Selected factors affecting the respondents’ choice of a hotel

by the location and quality of service (a total of 54%
of all answers).

Almost half of the respondents (48.7%) said that
the classification of hotels rather affects the quality of
services (Table 3). On average, every fifth respond-
ent (19.9%) stated that the rating strongly affects the
quality of the services offered by the facility. This an-
swer was more often indicated by men (29.4%) than
women (17.1%). Only 10.2% of all survey partici-
pants pointed out that the rating rather or definitely
does not affect the quality of the services provided
by the hotel. It can, therefore, be concluded that in
the opinions of a vast majority of respondents, the
system of hotel classification in Poland affects the
quality of services rendered by the properties. The
research conducted by Cichocka and Krupa [2016]
shows that the quality of hotel services was most
often associated with a hotel with a large number of
stars (average rank of 3.45) and a wide range of ser-
vices (average rank of 3.44).

Survey participants were asked if they thought the
number of stars assigned to a hotel in Poland was
an absolute indicator of quality. The largest share of

acta_oeconomia.sggw.pl
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Table 3. Respondents’ opinion on the impact of hotel classification in Poland on the quality of services provided (%)

Gender
. . Total
Specification [N = 226] women men
[N=175] [N=51]
Definitely yes 19.9 17.1 29.4
Rather yes 48.7 49.7 45.1
Neither yes nor no 21.2 21.1 21.6
Rather no 7.5 9.1 2.0
Definitely yes 2.7 2.9 2.0

Source: Authors’ own work.

the respondents in the study (30.5%) said that rather
not, but a slightly smaller group — on average, every
fourth respondent i.e. (25.7%) — declared that in his
or her opinion the number of stars is rather an ab-
solute indicator of the quality of hotel services. The
authors also examined whether the level of quality
of services provided in the hotel affects the respond-
ents’ satisfaction. Half of them (50.9%) declared that
quality is a decisive factor in terms of satisfaction
with their stay at a hotel. Fewer respondents (48.2%)
stated that quality is important to them, but it is not
the main factor determining their satisfaction level.
Only 0.9% of all respondents said that the quality of
services did not matter to them.

In order to examine the factors which have the
greatest impact on the quality of hotel services, re-
spondents were asked to rate several factors on a five-
-point scale, where 1 indicated no impact and 5 rep-
resented a very high impact (Table 4). According
to the respondents, the factors which had the great-
est impact on their perception of the quality of the
services included: taking care of the cleanliness of
the rooms (the average rating on the five-point scale
was 4.69), meeting guests’ expectations (an average
value of 4.56), acceptance of payment cards (average
0f 4.50) and the price corresponding to the quality of
services (the average of 4.50). All four factors were
rated slightly higher by women than by men. None
of the women participating in the study described
taking care of the cleanliness in rooms as a factor
which would be perceived as irrelevant. Conference
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facilities and equipment (an average of 1.92) and the
wake-up service (average of 1.85) turned out to be
the least significant factors affecting the respondents’
final assessment of hospitality services.

Survey participants were also asked if they would
be able to pay extra for the services rendered by
a hotel with a higher category if they had the guaran-
tee that all services would be provided at the highest
level. Most often, respondents declared that rather
yes (44.2%) and definitely yes (25.2%). Only 2.2% of
all respondents stated that they would not have paid
extra for a hotel representing a higher category. The
findings presented above suggest that nearly 70% of
all respondents would be willing to pay an additional
fee for a higher category hotel in order to receive
services at the highest level. It can, therefore, be con-
cluded that respondents value high-quality services.

The survey participants also stated that they had
experienced situations where the number of stars
which a particular hotel located in Poland had was not
in line with the standard of the services offered by the
facility. As many as 43.8% of respondents declared
that they have already experienced such situations.
The remaining share of the respondents declared that
they have not had such an experience (40.3%), or
they did not remember it (15.9%). The respondents
pointed to some shortcomings which they noticed
in the hotel, even though the hotel should offer spe-
cific facilities or a range of services associated with
a particular category. The most common deficiencies
mentioned by the survey participants were related to
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Table 4. Impact of selected factors on respondents’ final assessment of their stay according to gender

Gender
Total [N = 226]
women [N = 175] men [N =51]

Specification

rank % share rank % share rank % share

avg' 1&2 3 4&5 avg' 1&2 3 4&5 avg' 1&2 3 4&5
Taking care of room 4.69 09 53 938 476 00 34 965 443 39 118 843
cleanliness
Meeting expectations 4.56 0.8 53 938 4.57 0.6 51 943 4.55 20 59 922
Price corresponding 4.50 22 66 919 453 22 63 915 439 20 78 902
with the quality
Payment cards accepted 4.50 3.1 7.1 89.8 4.53 23 69 909 4.39 59 7.8 862
The quality of staff service ~ 4.42 09 106 885  4.45 06 97 897 431 20 137 843
Internet access 425 84 102 814 423 80 114 80.6 433 98 59 843
Additional bathroom 394 111 168 721 393 109 160 731 396 118 19.6 687
equipment, e.g. hairdryer
24/7 reception service 391 119 190 69.1 382 137 200 663 420 59 157 784
Air conditioning 373 142 239 620 361 149 274 577 414 117 118 764
in the room
Luggage storage 343 248 217 53.6 350 217 229 554 322 353 17.6 47.1
Laundry and ironing 209 637 221 142 203 640 240 120 229 627 157 21.6
service
Conference facilities 1.92 713 150 137 190 703 166 13.1 198 745 98 157
and equipment
Wake-up service 185 700 221 8.0 188 674 240 86 176 784 157 5.9

The assessment was carried out with the use of a five-point scale, where 1 means very little impact and 5 represents very high

impact.

Source: Authors’ own study.

the furnishings and equipment available in the room,
air conditioning, inadequate room size, patchy dress
of staff, no room cleaning service during the guest’s
stay, and no elevators in the hotel. In addition, the re-
spondents pointed to untidy spaces and incompetent
hotel staff.

SUMMARY AND CONCLUSIONS

The classification of hotels in Poland is an important
administrative and legal instrument that affects the
quality of the services they offer. Each hotel in the
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country must meet certain minimum classification
requirements to be assigned a particular category in
the ratings. Thanks to the hotel classification system,
the potential consumer knows what to expect from
a given hospitality facility. Based on the analysis of
the findings presented in the study, two of the four re-
search hypotheses formulated in this article were con-
firmed. The first hypothesis states: In the respondents’
opinion, the classification of hotels has a significant
impact on the level of quality of services provided in
a given property. Almost 70% of survey participants’
responses confirmed this statement. Only a 10.2%
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share of the respondents said that the classification of

hotels does not affect the quality of services. The sec-

ond confirmed hypothesis indicates that: Consumers
using hotel services declare that they know the stand-
ards and amenities of a hotel belonging to a specific

category. The vast majority of respondents (72.5%)

can be regarded as informed consumers of hotel serv-

ices. Only 15.5% of all respondents declared that when
selecting a hotel with a specific number of stars, they
are not aware of the standards and amenities which
the hotel should offer. The hypotheses that could not
be confirmed in the present study include: One of the
main factors determining the choice of hotel by the
consumer is the type of category it represents and In
the opinion of respondents, the number of stars pos-
sessed by the hotel is an absolute indicator of quality.

The location of the hotel, the price for accommoda-

tion and the opinion of other people turned out to be

decisive factors in terms of the respondents’ choice
of a particular hotel they would like to stay in. In the
opinion of the surveyed population, the hotel category
is a relatively insignificant factor: in this case, the av-
erage rating on a five-point scale amounted to 2.87. In
addition, nearly half of the respondents (45.1%) stated
that the hotel category is not an absolute indicator of
the service quality, and that, on average, every fourth
respondent (23.9%) was not able to give a clear and
unequivocal opinion on the subject. Hotel classifica-
tion turned out to be an absolute indicator of quality in
the opinion of only 30.0% of the respondents.

Based on the conducted research, the authors ar-
rived at the following conclusions:

1. In the opinion of the respondents, hotel classifica-
tion in Poland impacts the quality of services pro-
vided, but it is not their absolute determinant. The
main factor in choosing a hotel is not its category,
but rather the location and price for accommoda-
tion.

2. The vast majority of people using hotel services
are aware of the standards and amenities which the
hotel facility of a specific category they selected
should offer. At the same time, almost half of the
respondents notice certain shortcomings and state
that the hotel category has not always been a guar-
antee of the appropriate standard required by law.
Taking into account the findings presented in the
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article and the conclusions drawn by the authors, it is
important to state that the research results should not
be regarded as representative of the entire population
of Polish consumers using hotel services. The findings
of the present study only allow the authors to show
and analyse the real consumer behaviour and motives
of individuals choosing a specific hotel during a trip.
To sum up, it should be emphasised that even though,
taking into account the size of the sample, the present-
ed research is just a diagnostic survey, the obtained
results confirm that the constantly growing customer
requirements and increased competitiveness of the
market make the quality of hotel services an indispen-
sable factor determining both the success of a hotel
enterprise and consumer satisfaction. Thus, this is also
the reason that the provisions concerning the require-
ments related to hotel classification should always be
strictly observed.

REFERENCES

Bank Danych Lokalnych GUS. Retrieved from https://
bdl.stat.gov.pl/BDL/dane/podgrup/tablica [accessed
20.06.2020].

Blaszke, M., Skotarczak, T. (2015). Baza hotelowa jako ele-
ment potencjatu turystycznego miasta Szczecin. Europa
Regionum, 24, 39-48.

Borkowski, S., Wszendybyl, E. (2007). Jakos¢ i efektyw-
no$¢ ushug hotelarskich. Wydawnictwo Naukowe PWN,
Warszawa.

Chroboczynska, M. (2020). Stan dotychczasowych inwe-
stycji hotelowych w Polsce. Retrieved from https://
docplayer.pl/2944703-Stan-dotychczasowych-inwesty-
cji-hotelowych-w-polsce.html [accessed 17.02.2020].

Cichocka, 1., Krupa, J. (2016). Standardy jakosci obstu-
gi oraz oferta Spa & Wellness w obiekcie hotelarskim
a oczekiwania potencjalnych klientow. Wyzsza Szkota
Informatyki i Zarzadzania w Rzeszowie, Rzeszow.

Dominik, P., Drogon, W. (2009). Organizacja przedsigbior-
stwa hotelarskiego. ALMAMER, Warszawa.

e-Hotelarz.pl (2011). Kategoryzacja jest potrzebna hotelom
i go$ciom. Retrieved from https://www.e-hotelarz.pl/
artykul/3335/kategoryzacja-jest-potrzebna-hotelom-i-
gosciom [accessed 17.02.2020].

Firlej, K., Spychalska, B. (2015). Wybrane uwarunkowania
branzy hotelarskiej w Polsce. Roczniki Ekonomiczne
Kujawsko-Pomorskiej Szkoly Wyzszej w Bydgoszczy,
8, 202-221.

73



Ozimek, 1., Koztowska, J. (2020). Impact of hotel classification in Poland on the quality of services rendered. Acta Sci. Pol. Oecono-

mia 19 (3), 65-74, DOI: 10.22630/ASPE.2020.19.3.29

Gotlgb-Andrzejewska, E. (2014). Wptyw jakosci ustug na
satysfakcje i ksztaltowanie lojalnosci gosci hotelowych.
Marketing i Rynek, 8, 1060—1067.

Jablczynska, J., Kopczyk, D. (2015). Preferencje uzytkowni-
kow hoteli w zakresie produktu ustug. MWSE, Wroctaw.

Jasinskas, E., Streimikiene, D., Svagzdiene, B., Simanavi-
cius, A. (2016). Impact of hotel service quality on the
loyalty of customers. Economic Research-Ekonomska
Istrazivanja, 29 (1) 559-572. https://doi.org/10.1080/
1331677X.2016.1177465

Liebfried A. von (2006). Géste Vertrauen den Sternen. https://
www.ahgz.de/konzepte-und-management/gaeste-vertrau-
en-den-sternen,607219681.html [accessed 17.02.2020].

Nawrocka, E., Oparka, S. (2007). Hotel w XXI wieku: za-
rzadzanie w warunkach globalizacji. Wydawnictwo
Wyzszej Szkoty Zarzadzania, Wroctaw.

Obwieszczenie Ministerstwa Sportu i Turystyki z dnia
26 pazdziernika 2017 r. w sprawie ogloszenia jednoli-
tego tekstu rozporzadzenia Ministra Gospodarski i Pra-
cy w sprawie obiektow hotelarskich i innych obiektow,
w ktorych sa Swiadczone ustugi hotelarskie. Dz.U. 2017,
poz. 2166 [Announcement of the Ministry of Sport and
Tourism of 26 October 2017 regarding the publication of
a uniform text of the Regulation of the Minister of Eco-
nomy and Labour on hotel facilities and other facilities
where hotel services are provided. Journal of Laws of
2017, item 2166].

Pawlicz, A. (2011). Jakos¢ jako informacja rynkowa dla
konsumentoéw ustug turystycznych. [In:] A. Panasiuk
(Ed.) Ekonomika turystyki i rekreacji. Wydawnictwo
Naukowe PWN, Warszawa.

Rozporzadzenie Ministra Gospodarki i Pracy z dnia
19 sierpnia 2004 r. w sprawie obiektéw hotelarskich
iinnych obiektow, w ktorych sg $wiadczone ustugi
hotelarskie. Dz.U. 2004 nr 188, poz. 1945 [Regulation
of the Minister of Economy and Labour of 19 August
2004 on hotel facilities and other facilities where hotel
services are provided. Journal of Laws of 2004 No 188,
item 1945].

Sala, J. (2019). Hotelarstwo. Ustugi. Zarzadzanie. Procesy
koncentracji. PWE, Warszawa.

Sidorkiewicz, M., Pawlicz, A. (2015). Propedeutyka hote-
larstwa. Ujecie ekonomiczne. Difin, Warszawa.

Stepniak, K. (2010). Ustugi dodatkowe w obiekcie. Retrie-
ved from http://www.horecanet.pl/uslugi-dodatkowe-w-
obiekcie [accessed 27.04.2020].

Tulibacki, T. (2009). Organizacja pracy. Part I. WSiP, War-
szawa.

Ustawa z dnia 29 sierpnia 1997 r. o ustugach hotelarskich
oraz ustugach pilotéw wycieczek i przewodnikow tury-
stycznych. Dz.U. 2019, poz. 884 z pdzn. zm. [The Act
of 29 August 1997 on hotel services and services of tour
leaders and tourist guides. Journal of Laws of 2019, item
884 as amended].

WPLYW KATEGORYZACJI HOTELI W POLSCE NA JAKOSC SWIADCZONYCH USLUG

STRESZCZENIE

System kategoryzacji obiektow hotelarskich umozliwia ujednolicenie jakosci ustug hotelarskich i gwarantuje
klientowi spetienie odgornie okreslonych wymagan i kryteriow. W celu okres§lenia wptywu kategoryzacji
hoteli w Polsce na jako$§¢ oferowanych ustug przeprowadzone zostato badanie ankietowe, w ktorym udziat
wzigto 226 os6b. W ich wyniku potwierdzono, iz system kategoryzacji wplywa na jako$¢ swiadczonych
ustug, a konsumenci ustug hotelarskich sg §wiadomi, jakie standardy i udogodnienia powinien posiadac
wybrany przez nich obiekt. Jednakze rowniez prawie polowa badanych dostrzega, ze kategoria hotelu nie
zawsze jest gwarantem odpowiedniego, wymaganego prawem standardu oferowanych ushug.

Stowa kluczowe: hotel, kategoryzacja, jako$¢ ustug, konsument, Polska
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ABSTRACT

The study aims to identify spatial diversity and possible concentrations of 16 Polish regions regarding their in-
frastructure development levels in the period of 2005-2018. Measuring development of technical infrastructure
requires the use of several variables due to its multidimensional character. It justifies the use of multivariate
analysis. Based on the method of Hellwig’s development measure, three groups of regions were defined. Five
of the analysed regions did not change their position in the 2018 ranking as compared to 2005. These were re-
gions from the top three: Slaskie, Dolnoslaskie and Matopolskie (south-western Poland), as well as two regions
in the class with the lowest level of technical infrastructure development: Warminsko-Mazurskie and Podlaskie
(north-eastern Poland). Although the leader of both rankings, Slaski region, took the most favourable values in
2018 concerning density and quality of roads, density of railway lines or green areas in towns, as a typically
industrial, mining-related, intensely urbanized region is has needed to cope with a serious problem with air
pollution, relating from the smallest amount of gas pollution retained or neutralized. In the other side, the two
weakest regions were characterised by valuable environmental conditions (Warminsko-Mazurskie) and a large
share of agricultural area (Podlaskie). These natural and economic conditions may, on the one hand, prevent the
development of technical infrastructure (e.g. road construction in Natura 2000 areas), and on the other hand,

maintenance of such infrastructure could be unprofitable for both local government units and its users.

Key words: technical infrastructure, development potential, regional development, multivariate compara-

tive analysis, Poland
JEL codes: O18, C30

INTRODUCTION

Infrastructure in the broad sense is one of the factors
traditionally indicated in development theories. It is
of particular importance, for example, in the context
of ensuring conditions for the diffusion of socio-eco-
nomic development, assumed in the polarization-diffu-
sion model [Drejerska 2010, Mucha-Leszko and Kakol
2010, Kotodziejezyk 2014, Churski 2015, Nowaczyk
2018]. Moreover, Zargbski and Godlewska-Majkow-
ska in their research [2013] define the infrastructure as
one of four microclimates of the taxonomic indicator
of the potential investment attractiveness of European
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Union countries. What is more, Nadolny [2019] points
to the multithreaded concept of regional development
and the importance of infrastructure in this context.
The greatest importance in regional and local de-
velopment is attached to the transport infrastructure
[Chciatowski 2018]. According to Rietveld [1989], up-
grading of transport infrastructure has a strong impact
on production as well as household consumption. It
leads to a reduction of cost and time of transportation
and travel [von Thiinen 1826]. Therefore, it may give
rise to substantial redistribution effects among economic
groups and regions [Gorz and Kurek 1999, Zwolinska-
-Ligaj and Ciechanska 2012, Rokicki 2014, Satota 2015,
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Kaczmarek 2017, Bul 2018, Ozimek et al. 2019]. But-
ton [1998] notes that although investments in road infra-
structure may have primary multiplier implications com-
bined with some secondary effects in terms of longer
term maintenance, if the facility principally serves transit
traffic there is unlikely to be a great deal of value added.
Similarly, if it serves trade flows into and from the
region then the implications for an area’s local GDP
will depend on the region’s comparative and competi-
tive advantages [Sharp 1980, Button 1998]. The level
of infrastructure development determines regional and
local development [Kapusta 2012, Pomianek 2016].

Table 1. Variables applied in the analysis

AIM AND METHOD

The aim of the paper was to show spatial diversity
and possible concentrations of 16 Polish regions re-
garding the infrastructure development level. The
multidimensional character of the infrastructure jus-
tifies the use of multivariate analysis. Based on the
method of Hellwig’s development measure [Hellwig
1968, Nowak 1990], a synthetic measure was con-
structed, enabling ranking of the regions according to
their level of development of technical infrastructure.
The variables mentioned in Table 1 were taken for

Symbol Variable Unit Type*
X1  Density of total public roads km per 100 km? S
X2 Density of expressways and highways km per 100 km? S
X3 Density of roads with improved hard surface km per 100 km? S
X4  Share of poviat and municipal unsurfaced (ground) roads in the total length of these roads % D
A5 Road accidents 100 ?}?:llll:e ier;?crients
X6  Density of railway lines in total km per 100 km? S
X7  Density of standard-gauge railway lines® km per 100 km? S
X8  Share of dwellings in cities equipped with central heating® % S
X9  Population using the water supply system as a percentage of the total population® % S
X10  Population using the sewage system as a percentage of the total population % S
X11  Population using the gas supply system as a percentage of total population % S
X12  Population using wastewater treatment plants as a percentage of total population® % S
Y13 Industrial and municipal wastewater treated as a percentage of wastewater requiring % S

treatment®
Y14 Dust polluti(?n retained or neutralized in pollution abatement equipment as a percentage % S
of he pollution generated®
X15 Gas pollutiop retained or neutralized in pollution abatement equipment as a percentage % S
of the pollution generated
X16  Area of parks, lawns and residential green areas as a percentage of the total area® % S
X17  Telephone main lines 100 Itlllll(illls)ei eI; ei:(rien ts S
X18  Enterprises from the non-financial sector with broadband Internet access® % S

2§ — stimulant, D — destimulant.
® Quasi-constant variables excluded from further analysis.

¢ Variables excluded from further analysis due to large statistically significant correlation with other variables.

Source: Author’s elaboration based on the Local Data Bank of the Statistics Poland (Bank Danych Lokalnych GUS).

76

acta_oeconomia.sggw.pl



Pomianek, I. (2020). Diversity of Polish regions in the level of technical infrastructure development. Acta Sci. Pol. Oeconomia

19 (3), 75-83, DOI: 10.22630/ASPE.2020.19.3.30

construction of the measure. Five variables (X8, X9,
X13, X14 and X18) were quasi-constant and therefore
they were excluded from further analysis. Then, to
find the variables that presented large statistically
significant correlation, Pearson’s linear correlation
coefficient was used. Due to the high level of correla-
tion between the selected variables, X7, X12 and X16
were rejected. The data for the analysis was taken
from the Local Data Bank of Statistics Poland (Bank
Danych Lokalnych GUS) for 2005 and 2018. As data
for 2005 were not collected for the X15 variable, the
data for 2006 were used in the analysis.

The Hellwig development measure (d) usually
takes values in the range [0; 1]. The closer the object
(a region) is to the pattern (the standard), the higher
the measure value is [Hellwig 1968, Panek and Zwierz-
chowski 2013, Pomianek 2019]. Two parameters of
the taxonomic measure were used to classify regions
according to the level of development of technical in-
frastructure, i.e. the arithmetic mean (‘z) and standard
deviation (S,). The examined objects (regions) were
divided into three groups differing in terms of the de-
gree of development of the tourism function. The fol-
lowing classes were defined:

— Class 1 (high level of infrastructure development)
—d. >d, +S 4, (regions at a distance from the pat-
tern exceeding d, + S )5

— Class 2 (medium level of infrastructure develop-
ment) — d, -S, <d, <d, +S, (regions at a dis-
tance from the pattern ranging d, — S d, +S o)

— Class 3 (low level of infrastructure development)
-d, < c7, —§,, (regions at a distance from the pat-
tern not exceeding d, — S 4)> Where: d_is a value of
synthetic measure calculated by Hellwig’s method,
cz, is the arithmetic mean of d, and S d,~ is the stand-
ard deviation of d.

Two rankings were constructed based on the above-
-mentioned method (for 2005 and for 2018).

RESULTS AND DISCUSSION

Sixteen regions of Poland (NUTS 2 level) were
ranked according to Hellwig’s development meas-
ure. Two regions were classified in the class with

acta_oeconomia.sggw.pl

a high level of technical infrastructure development
in 2005: Slaskie and Dolnoslaskie. Twelve regions
were classified in the class with an average level of
development, while the last two places belonged to
the class with a low level of technical infrastructure
development: Warminsko-Mazurskie and Podlaskie
(Table 2).

Five of the analysed regions did not change their
position in the ranking in 2018 compared to 2005.
These were regions from the top three: Slaskie,
Dolnoslaskie and Malopolskie, as well as two re-
gions in the class with the lowest level of technical
infrastructure development: Warminsko-Mazurskie
and Podlaskie. Another five regions moved up in the
ranking during the period under study. Mazowieckie
region moved from the 6th to the 4th position, but
the greatest positive shifts (by three positions) were
characteristic of the following regions: Podkarpack-
ie (from 12th to 9th) and Swigtokrzyskie (from 14th
to 11th). In six regions there was a drop in the rank-
ing in 2018 compared to 2005. The largest negative
change was observed in the Zachodniopomorskie
region (by four positions from 9th to 13th). Lodzkie
region recorded a drop by two places to 12th posi-
tion in 2018. In the regions: Opolskie, Wielkopol-
skie, Pomorskie and Lubelskie, the decrease was by
1 position, with the Lubelskie region moving to the
last position in the class with an average level of
technical infrastructure development. Comparing
the values of the d, Hellwig’s measure, informing
about the region’s adjustment to the theoretical pat-
tern of development, ten regions improved their re-
sults in 2018 related to 2005.

Regions with the highest level of technical infra-
structure development (Dolnoslaskie and Slaskie)
were located in the south-western part of Poland.
Opolskie region, located between these two, was 4th
in the ranking in 2005, and 6th in 2018. Malopolskie
region, neighbouring to Slaskie region, was 3rd in
both rankings. Moreover, the 5th (2005) and 6th
(2018) positions were occupied by Wielkopolskie
region, adjacent to Dolnoslaskie region. Therefore,
a certain concentration of regions with a high level
of development and regions with very good positions
in the rankings in the group with an average level of
technical infrastructure development can be noticed
(the figure).
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Table 2. Comparison of two rankings of the level of technical infrastructure development in 2005 and in 2018 according to

the Hellwig’s measure

Year

Region 2005 2018 Ch;r;fieﬁ?nﬂ:: ;?)T;ng Class
(NUTS 2) — — compared to 2005 (2005 and 2018)

position d, position d,
Slaskie 1 0.660 1 0.665 no change 1 - high level
Dolnoslaskie 2 0.540 2 0.512 no change of development
Matopolskie 3 0.435 3 0.452 no change
Opolskie 4 0.375 5 0.376 -1
Wielkopolskie 5 0.303 6 0.374 -1
Mazowieckie 6 0.299 4 0.388 +2
Pomorskie 7 0.297 8 0.307 -1
Kujawsko-Pomorskie 8 0.295 7 0.315 +1 2 _ medium level
Zachodniopomorskie 9 0.278 13 0.233 -4 of development
Lodzkie 10 0.236 12 0.235 -2
Lubuskie 11 0.233 10 0.290 +1
Podkarpackie 12 0.210 9 0.290 +3
Lubelskie 13 0.188 14 0.162 -1
Swietokrzyskie 14 0.180 11 0.242 +3
Warminsko-Mazurskie 15 0.125 15 0.070 no change 3 _low level
Podlaskie 16 0.090 16 0.058 no change of development

Note: Positive changes in the ranking position were marked with grey colour.

Source: Author’s calculation.

On the other hand, there was also a concentra-
tion of regions with a low level of technical infra-
structure development (Warminsko-Mazurskie and
Podlaskie) — in the north-eastern part of Poland. The
neighbouring Mazowieckie region considered on
a regional scale — was an area with a relatively very
good level of infrastructure development (4th posi-
tion in the 2018 ranking), but research conducted on
a local scale [Chrzanowska et al. 2013] indicate high
differentiation of this area, i.e. a high level of socio-

78

-economic development of the capital city of Warsaw
and its suburban area as well as a low level of devel-
opment of peripheral areas of the region.

Table 3 presents average values of the variables
for three development classes and for Poland. The
average values of thirteen variables assumed the
most desirable values in Class 1 in 2018. What is
more, the area of parks, lawns and residential green
areas as a percentage of the total area was also on
the highest average level in Class 1 — but in both
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Kuj 3w sk o-pomorskie)

Fig.
ing to the Hellwig’s measure

Source: Author’s calculation.

analysed years. On the other hand, the average
number of telephone main lines per 100 thousand
residents was the highest in Class 1 but in 2005.
The share of dwellings in cities equipped with cen-
tral heating as well as industrial and municipal waste-
water treated as a percentage of wastewater requiring
treatment took the highest values in the low-developed
infrastructure class in 2018. The best average result
for gas pollution retained or neutralized in pollution

acta_oeconomia.sggw.pl

warminska-mazurskie

matopol Skie

Spatial distribution of Polish regions by classes of technical infrastructure development in 2005 and 2018 accord-

abatement equipment as a percentage of the pollution
generated was observed in 2018 in regions of Class 2.

The leader of both rankings, Slaski region, took the
most favourable values in 2018 for as many as six var-
iables: density of expressways and highways, density
of roads with improved hard surface, share of poviat
and municipal unsurfaced (ground) roads in the total
length of these roads, density of railway lines (in total
and standard-gauge) as well as area of parks, lawns
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Table 3. Average values of selected technical infrastructure indicators for the development classes in 2005 and 2018

Class 1 Class 2 Class 3 Poland

Symbol Indicator
2005 2018 2005 2018 2005 2018 2005 2018

X1 Density of total public roads (km per 100 km?) 1577 1614 1240 1374 933 1123 1220 1358

Density of expressways and highways

X2 (km per 100 km?) 086 231 026 1.15 001 069 026 1.19

x3  Density of roads with improved hard surface 1165 1309 737 924 460 573 727  90.1
(km per 100 km?)

Y4 Share of poviat and municipal unsurfaced (ground) 23 167 378 312 499 495 181 11

roads in the total length of these roads (%)

X5  Road accidents (number per 100 thous. residents) 122.2 72,5 123.0 83.6 117.1 732 126.0 82.5

X6  Density of railway lines in total (km per 100 km?)  13.1 12.2 6.4 6.1 4.2 4.2 6.5 6.2

Density of standard-gauge railway lines

X7 (km per 100 km?) 13.1 12.2 6.2 6.1 4.2 4.2 6.3 6.2

xg  Share of dwellings in cities equipped with 792 831 849 885 887 916 839 877
central heating (%)

xo  Population using the water supply system 920 954 855 918 871 928 861 921
as a percentage of the total population (%)
Population using the sewage system

X10 . 66.7 77.4 57.0 69.3 61.1 69.5 59.2 70.8
as a percentage of the total population (%)
Population using the gas supply system

X11 . 622 619 492 499 355 354 517 521
as a percentage of total population (%)

Y12 Population using wastewater treatment plants 70.8 811 580 75 66.0 7.8 602 74.0

as a percentage of total population (%)

Industrial and municipal wastewater treated
X13  as apercentage of wastewater requiring 92.1 909 922 973 97.3 97.7 912 952
treatment (%)

Dust pollution retained or neutralized
X14  in pollution abatement equipment as a percentage  99.6  99.8 99.0 99.6 97.6 99.0 995 99.8
of the pollution generated (%)

Gas pollution retained or neutralized in
X15  pollution abatement equipment as a percentage 59.1 59.5 36.3 67.3 5.9 154 497 66.7
of the pollution generated (%)

Area of parks, lawns and residential green areas

X6 reemtage of the toal arca (%) 050 050 016 018 010 010 020 020

x17  Telephone main lines (number per 100 thous. 331.8 1103 2957 103.1 2954 745 3083 1062
residents)

x1g  Enterprises from the non-financial sector 781 960 770 949 778 928 775  95.0

with broadband Internet access (%)

Note: The most favourable values of the indicators were marked with grey colour.

Source: Author’s calculation.
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and residential green areas as a percentage of the to-
tal area. It is a typically industrial, mining-related,
intensely urbanized region, hence the high density of
railways and roads enabling rapid movement of people
and goods is justified. Parks and green areas in cities
are the result of the implementation of local brown-
field revitalization programs. Unfortunately, the low-
est among Polish regions share of dwellings in cities
equipped with central heating and the smallest amount
of gas pollution retained or neutralized in pollution
abatement equipment as a percentage of the pollution
generated, places the Silesia region in the first place in
terms of air pollution.

The last in the ranking, the Podlaskie region, was
distinguished in 2018 by the highest share of dirt
(ground) local public roads (54%), the lowest den-
sity of railways of both types (3.8 km per 100 km?),
the lowest share of households connected to the gas
network (28.5%), and — together with the regions:
Warminsko-Mazurskie, Lubelskie, Swietokrzyskie
and Podkarpackie — the lowest share of parks, lawns
and residential green areas as a percentage of the to-
tal area in the cities (0.1%). Podlaskie region (next to
Lubelskie region) is a typically agricultural region.
Similarly, Warminsko-Mazurskie region, character-
ised by the lowest density of roads with improved
hard surface compared to the rest of the country and
Europe, is distinguished by the richness of the natural
environment, i.e. varied terrain, lakes (around 2,600),
dense forest complexes (forest cover at the level of
30) and clean air. About 46% of the region’s area is
covered by legally protected areas, including those of
international importance (Natura 2000).

CONCLUSIONS

The analysis shows two concentrations of regions
regarding the level of technical infrastructure devel-
opment. Regions with the highest level (Dolnoslaskie
and Slaskie) and three other regions with quite high
results of Hellwig’s measure (Wielkopolskie, Opol-
skie and Matopolskie) were located in the western and
south-western part of Poland. Another group of re-
gions, those with a low level of technical infrastructure
development (Warminsko-Mazurskie and Podlaskie),
was located in the north-eastern part of Poland.

acta_oeconomia.sggw.pl

Infrastructure development is a slow and com-
plex process. Investments are usually long-term, and
their impact on the environment, economy and local
community is not immediate and not always positive.
The two regions with the high level of technical in-
frastructure development presented the most desirable
values of as many as 15 out of 18 analysed variables.
Although the leader of both rankings, Slaski region,
took the most favourable values in 2018 concerning
density and quality of roads, density of railway lines
as well as green areas in towns, as a typically indus-
trial, mining-related, intensely urbanized region it has
needed to cope with a serious problem with air pollu-
tion, relating from the smallest amount of gas pollution
retained or neutralized. In the other side, the two re-
gions from the last positions in the rankings, with the
lowest level of technical infrastructure development,
were characterised by valuable environmental condi-
tions (Warminsko-Mazurskie) and a large share of ag-
ricultural area (Podlaskie). These natural and economic
conditions may, on the one hand, prevent the develop-
ment of technical infrastructure (e.g. road construction
in Natura 2000 areas), and, on the other hand, mainten-
ance of such infrastructure could be unprofitable for
both local government units and its users.
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ZROZNICOWANIE POLSKICH REGIONOW ZE WZGLEDU NA POZIOM ROZWOJU
INFRASTRUKTURY TECHNICZNEJ

STRESZCZENIE

Opracowanie ma na celu okreslenie zroznicowania przestrzennego i mozliwych skupien 16 regionow Pol-
ski pod wzgledem poziomu rozwoju infrastruktury w latach 2005-2018. Mierzenie rozwoju infrastruktury
technicznej wymaga uzycia kilku zmiennych ze wzglgdu na jej wielowymiarowy charakter. Uzasadnia to
zastosowanie analizy wielowymiarowej. Okreslono trzy grupy regionéow z zastosowaniem metody miary
rozwoju Hellwiga. Pi¢¢ sposrod analizowanych regiondw nie zmienito swojej pozycji w rankingu w 2018 r.
W poréwnaniu do 2005 r. byty to wojewoddztwa zajmujace trzy pierwsze lokaty w rankingach: $laskie, dol-
noslaskie i matopolskie (w potudniowo-zachodniej Polsce), oraz dwa w klasie o niskim poziomie rozwoju
infrastruktury technicznej: warminsko-mazurskie i podlaskie (w pétnocno-wschodniej Polsce). Chociaz lider
obu rankingow wojewodztwo Slaskie w 2018 r. wykazywato najkorzystniejsze wartosci w zakresie gestosci
i jakosci drog, gestosci linii kolejowych oraz miejskich terendow zieleni, musiato sobie radzi¢ z powaznym
problemem zanieczyszczenia powietrza, gdyz jest regionem typowo przemystowym, gorniczym, intensyw-
nie zurbanizowanym. Dwa regiony o najnizszych lokatach w rankingach charakteryzowaly si¢ za$ cennymi
warunkami przyrodniczymi (wojewodztwo warminsko-mazurskie) i duzym udziatem uzytkdéw rolnych (wo-
jewodztwo podlaskie). Takie uwarunkowania przyrodniczo-ekonomiczne moga z jednej strony uniemozliwic
rozw0j infrastruktury technicznej (np. budowa drog na obszarach Natura 2000), a z drugiej utrzymanie takie;j
infrastruktury moze okazac si¢ nieoptacalne zar6wno dla jednostek samorzadu terytorialnego, jak i dla jej
uzytkownikow.

Stowa kluczowe: infrastruktura techniczna, potencjat rozwojowy, rozwoj regionalny, wielowymiarowa
analiza pordbwnawcza, Polska
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ABSTRACT

The main aim of this paper is to investigate the factors which influence students when deciding to study
abroad. The case study is based on Polish students studying in the British higher education system (UK HE)
and the paper examines these students’ choices and their decision-making process when selecting their uni-
versity studies. The literature review suggests that there are two types of factors influencing students’ deci-
sion-making process: push factors, which operate within the home country, and pull factors, meaning that stu-
dents are attracted by the host country and encouraged to study there. Polish students constitute a significant
group of EU students who study in the UK and yet there are very few studies on this particular group. The
results from this qualitative research on Polish students studying in a selected British university indicate that,
contrary to a number of other studies, pull factors could be more important in influencing Polish students’

decision-making process regarding studying abroad.

Key words: international students, Polish students, UK HE, decision making process, push factors, pull

factors, choice

JEL codes: 12, 123, M1, M10, M16, M3, M30, M31, M37

INTRODUCTION

The last few years have witnessed a dramatic surge in
international student mobility [King and Sondhi 2018,
Javed et al. 2019, Nghia 2019]. Looking from the
European perspective, membership in the European
Union creates a number of opportunities, including
staff and student mobility options for citizens of the
member countries [Di Pietro 2020]. This gives young
people not only a chance to study the entire selected
programme in a chosen university in the EU, but also

to benefit from European exchange programmes that
allow them to study in a host institution for one or two
semesters in order to experience a different environ-
ment and gain international experience.

The United Kingdom is one of the most popular
destinations for students from all over the world, and
although it will no longer be an EU member at the end
of 2020, the country is still open to welcome overseas
students. Omoruyi and Rembielak [2019] state that the
UK higher education institutions are recognised as the
second largest destination for international students
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Table. Top EU sending countries (number of students)

Country 2018-2019 2017-2018 20162017 2015-2016 2014-2015
Italy 13 965 13 985 13 455 12 135 10 525
France 13 675 13 660 13 560 12 525 11955
Germany 13 475 13 545 13735 13 425 13 675
Spain 10 330 9630 8 820 7 840 7 040
Greece 9920 10 135 10 045 9790 10 130
Romania 9740 8 655 8110 7200 6590
Republic of Ireland 9 625 9 600 10 070 10 245 10 905
Cyprus 8 865 9360 9145 9330 9745
Poland 8380 7 545 6 585 5655 5245
Bulgaria 6020 6 040 6585 6195 6255

Source: HESA [2020b].

after the USA. It is also a top choice for EU students,
and number one for Polish students. Every year the
number of Poles beginning their studies in the UK is
growing approximately by a thousand (the table). It is
predicted that the number of EU students coming to
the UK may decrease due to Brexit, but the biggest
challenge currently is COVID-19.

HIGHER EDUCATION AS A SERVICE
AND PUSH-PULL FACTORS
IN THE DECISION MAKING PROCESS

Higher education (HE) being a service, shares similar
characteristics to many other services, such as intan-
gibility, inseparability, perishability, and variability
[Kotler and Armstrong 2015]. The globalisation of
markets and internationalization of HE brings students
more choice in terms of selecting HE providers. De-
mand for education, particularly higher education, has
traditionally been driven by expectations of its ability
to increase economic and social status of the graduate
[Mazzarol and Soutar 2002], but the actual choice of
country and institution in which to study can be influ-
enced by many factors. One factor may be a country
of origin effect (CoO) [Lee et al. 2016, Mc Leay et al.
2020]. Some researchers [McMahon 1992, Mazzarol

86

and Soutar 2002, Maringe and Carter 2007, Buchanan
2014, Baloch et al. 2018, Buchanan 2019, McLeay et
al. 2020] attempt to explain the global pattern of in-
ternational student flow by identifying a combination
of push—pull factors that encourage students to study
overseas [Nghia 2019].
When deciding on their HE provider, students face
a number of alternatives which are available to them
not only locally but also internationally. This makes
their decision-making process even more complex.
The traditional decision making process is conceptu-
alised as a five stage process involving: identification
of a problem needing to be solved, the search for in-
formation, an evaluation of alternatives, making the
purchase decision, and finally evaluating it [Kotler
and Fox 1995, Moogan et al. 2002, Cubillo et al. 2006,
Germeijis and Verschueren 2007, Maringe and Cart-
er 2007, Kotler and Armstrong 2015, McLeay et al.
2020]. However, Mazzarol and Soutar [2002] propose
dividing international student’s decision making proc-
ess into three stages:
— Student’s initial decision to study abroad rather
than in their home country, usually influenced by
a series of push factors within the home country
which encourage them to leave and study over-
seas.
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— Researching the international HE market and se-
lecting a country to study in, usually influenced by

a combination of pull factors which make a par-

ticular country an attractive place to study.

— Deciding which particular HE provider to select
from, influenced by pull factors which make

a particular institution more appealing than its

competitors.

Push factors can be explained as those that exist
within the home country of a student and influence
a student’s final decision to undertake study overseas.
In terms of push factors, Mazzarol and Soutar [2002],
Maringe and Carter [2007], Baloch et al. [2018],
Nghia [2019] and McLeay et al. [2020], point at a lack
of access to higher education among many developing
countries, for example in Asia and Africa; historical or
colonial links between the home and host countries,
a commonality of language, availability of science or
programmes based highly on technology, geographical
proximity, and perceptions of the tertiary education sys-
tem available in the home country. Also important are
the levels of economic wealth in the home country, es-
pecially GNP growth rate [Lee and Tan 1984, Agarwal
and Winkler 1985, McMahon 1992, Rembielak 2015,
Rembielak et al. 2017, Baloch et al. 2018, McLeay et
al. 2020], the education opportunities available in the
home country and the expected benefits of studying
abroad [Agarwal and Winkler 1985, McMahon 1992,
Baloch et al. 2018, McLeay et al. 2020].

Pull factors instead operate within the host country
and host institution to make them relatively appeal-
ing to international students. In terms of host country,
McMahon [1992] distinguishes such factors as: rela-
tive size of home country economy compared to host
country, host’s national political interests in the home
country through foreign assistance or cultural links,
economic links between source and host, and host
nation’s support of international students via scholar-
ships. Other authors stress the importance of such fac-
tors as: international recognition of the host country
[Binsardi and Ekwulugo 2003, McLeay et al. 2020],
international education experience [Lin 1997, Maringe
and Carter 2007, Baloch et al. 2018, McLeay et al.
2020], use of government promotion agencies [Maz-
zarol 1998, Maringe and Carter 2007, Rembielak et
al. 2009, Rembielak 2015, Rembielak et al. 2017], and
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image [Paramerawan and Glowacka 1995, Yavas and
Shemwell 1996, Landrum et al. 1998, Rembielak et al.
2009, Rembielak 2015, Rembielak et al. 2017, Baloch
et al. 2018, Buchanan 2019, McLeay et al. 2020]. In
the case of non-EU students, significant factors could
be legal stability regarding visas [Maringe and Cart-
er 2007, McLeay et al. 2020] and ease of university
entrance and immigration procedures, which encour-
age students to study abroad [Binsardi and Ekwulugo
2003, Maringe and Carter 2007, McLeay et al. 2020].

Pull factors can also operate at a host institution
level. Such factors could include: institution’s reputa-
tion for quality [Hooley and Lynch 1981, Lin 1997,
Mazzarol et al. 1997, Mazzarol 1998, Mazzarol and
Soutar 2002, Soutar and Turner 2002, Cubillo et al.
2006, Rembielak et al. 2009, Rembielak 2015, Rem-
bielak et al. 2017, Baloch et al. 2018, Buchanan 2019,
McLeay et al. 2020], market profile [Mazzarol 1998,
Mazzarol and Soutar 2002, Cubillo et al. 2006, Rem-
bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017], range of courses, alliances or coalitions [Hoo-
ley and Lynch 1981, Mazzarol 1998, Mazzarol and
Soutar 2002, Soutar and Turner 2002, Cubillo et al.
2006, Rembielak et al. 2009, Rembielak 2015, Rem-
bielak et al. 2017] including off-shore teaching pro-
grammes [Mazzarol 1998, Mazzarol and Soutar 2002,
Rembielak et al. 2009, Rembielak 2015, Rembiclak et
al. 2017], staff expertise [Lin 1997, Mazzarol 1998,
Mazzarol and Soutar 2002, Soutar and Turner 2002,
Rembielak et al. 2009, Rembielak 2015, Rembiclak et
al. 2017, McLeay et al. 2020], degree of innovation
[Mazzarol 1998, Mazzarol and Soutar 2002, Rem-
bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017], use of information technology [Mazzarol 1998,
Mazzarol and Soutar 2002, Rashid and Raj 2006, Rem-
bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017], resources, size of the alumni base and promotion
and marketing efforts [Mazzarol 1998, Mazzarol and
Soutar 2002, Rembiclak et al. 2009, Rembielak 2015,
Rembielak et al. 2017, McLeay et al. 2020], presence
of students from students’ home country [Mazzarol et
al. 1997, Lin 1997, Rembielak et al. 2009, Rembielak
2015, Rembielak et al. 2017, Buchanan 2019, McLeay
et al. 2020], customer focused organisational culture
[Mazzarol 1998], use of government promotion agen-
cies [Mazzarol 1998, Maringe and Carter 2007, Rem-
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bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017], image [Paramerawan and Glowacka 1995, Ya-
vas and Shemwell 1996, Landrum et al. 1998, Rem-
bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017, Baloch et al. 2018, Buchanan 2019, McLeay et
al. 2020], inclusion of accommodation [Maringe and
Carter 2007], library facilities [Quereshi 1995, Price et
al. 2003, Cubillo et al. 2006], and availability of com-
puters [Price et al. 2003, Cubillo et al. 2006].

Apart from push and pull factors, there are other
factors which are found within the students themselves,
such as: overall level of knowledge and awareness
of host country [Mazzarol et al. 1997, Mazzarol and
Soutar 2002, Rembielak et al. 2009, Rembielak 2015,
Rembielak et al. 2017, Buchanan 2019, McLeay et al.
2020], recognition of host’s qualifications in the home
country [Mazzarol 1996, Mazzarol et al. 1997, Cubillo
et al. 2006, Mazzarol and Soutar 2002, Rembielak et
al. 2009, Rembielak 2015, Rembielak et al. 2017, Ba-
loch et al. 2018, Buchanan 2019, McLeay et al. 2020],
wanting to become a ‘leader’ in a field [Maringe and
Carter, 2007], Referrals or recommendations from
parents, relatives friends and other gatekeepers [Hoo-
ley and Lynch 1981, Mazzarol et al. 1997, Maringe
and Carter 2007, Cubilllo et al. 2006, Rembielak et
al. 2009, Rembielak 2015, Rembielak et al. 2017, Ba-
loch et al. 2018, Buchanan 2019, McLeay et al. 2020],
cost issues including social costs such as travel, crime,
racial discrimination [Mazzarol et al. 1997, Binsardi
and Ekwulugo 2003, Cubillo et al. 2006, Maringe and
Carter 2007, Rembielak et al. 2009, Rembielak 2015,
Rembielak et al. 2017, Baloch et al. 2018, Buchanan
2019, McLeay et al. 2020], presence of students and
others from students’ home country [Mazzarol et al.
1997, Maringe and Carter 2007, Rembielak et al. 2009,
Rembielak 2015, Rembielak et al. 2017, Baloch et al.
2018, Buchanan 2019, McLeay et al. 2020, Di Pietro
2020], availability of part time work [Mazzarol et al.
1997, Binsardi and Ekwulugo 2003, Rembielak et al.
2009, Rembielak 2015, Rembielak et al. 2017] and
work after the course [Lin 1997, Turner 1998, Soutar
and Turner 2002, Binsardi and Ekwulugo 2003, Rem-
bielak et al. 2009, Rembielak 2015, Rembielak et al.
2017], perception of physical and study climate and
lifestyle [Mazzarol et al. 1997, Lin 1997, Rembielak
et al. 2009, Rembielak 2015, Rembielak et al. 2017,
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Baloch et al. 2018, McLeay et al. 2020], geographi-
cal proximity [Mazzarol et al. 1997, Rembielak et al.
2009, Rembielak 2015, Rembielak et al. 2017, Baloch
et al. 2018], ethnocentrism and cultural proximity as
well as socio-economic level [Cubillo 2006].

In order to recruit and retain students in what is
an increasingly competitive environment many HEIs
are increasingly adopting a more consumer-oriented
approach [DeShields et al. 2005, Rashid 2007] espe-
cially bearing in mind that the era of ‘universal free
higher education’ is long over. Studies have shown
that many factors influence students’ decision-making
process but satisfied students may communicate with
their peers and return to the alma mater for further
study [Gruber et al. 2010].

NUMBER OF POLISH STUDENTS IN UK HE
INSTITUTIONS

The addition of 10 new members to the European
Union on 1 May 2004 (Cyprus, the Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Malta, Poland,
the Slovak Republic, Slovenia) brought considerable
changes for UK universities, as students from the new
member states gained easier access to EU education in
countries other than their own. This was particularly
significant in the case of Polish students. According
to the Universities and Colleges Admissions Service
(UCAS) data in 2003 (just before Poland entered the
EU), only 85 students from Poland were studying in
the UK. One year later the situation had changed com-
pletely — in 2004, British universities admitted 499
students from Poland, and in 2005 they admitted 1,034
students. The overall number of Polish students in the
UK was 8,380 as 0f 2018/2019 [HESA 2020a].

METHODOLOGY

The research was conducted prior to finalization of
Brexit and involved five focus groups, with eight par-
ticipants in each, totalling 40 Polish students studying
in one of the northern UK universities. In terms of
the demographic nature of the participants, 32 were
enrolled in undergraduate programmes and eight were
postgraduates. The majority of the programmes were
business or language-related. Twenty eight partici-
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pants were female and 12 were male. The age range
was between 20 and 35. The majority of students had
family networks that had already been established in
the UK, and only some of them were studying and liv-
ing in the UK on their own.

FINDINGS

According to the participants of the focus groups there
are many reasons why they chose the UK as their study
destination.

Push factors

Polish economy versus British economy

At the starting point of the discussion, participants
of the focus groups explained the reasons why they
had decided not to study in Poland. Surprisingly, only
a minority pointed at the economic situation in Poland,
which had prompted their parents to leave the country
and consequently move the whole family permanently
to the UK. When faced with making a decision where
to study, students decided to stay close to their mother,
father, and siblings.

One student stated: “After my dad was made redun-
dant when his company closed down, for many months
he couldn’t find a job in Poland. The only breadwinner
for our family was my mum, and it was really hard for
us to live. After a number of family discussions the
decision was made to move to the UK. First my dad
moved, and once he settled in my mum decided we
should all go there to live together. We have always
been very close. I went to secondary school there and
when the time came to choose my university it was out
of question that I would leave the UK as I wanted to
stay close to my family and friends.”

Another student also supported it by saying: “So
many people were leaving Poland in 2004, and my
family saw better financial prospects in the UK so we
packed and moved. Also my parents’ sisters and broth-
ers joined us, so now we are all here. I couldn’t imag-
ine studying away from my family so it was obvious
I would choose a British university.”

However, some students made a decision to leave
Poland and their families in order to earn money
abroad and then to study: “After I finished high school
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I was not sure what I wanted to study, as I had very
many ideas. So I spoke to my friends, some of whom
had already lived in the UK, and I decided to try vari-
ous jobs before I knew what I want to do in the future.
As I realised that I would earn peanuts in Poland if
don’t have an MSc, I thought the UK offered me more
than my country. I packed and moved to live with my
friends. I spent four years working in a factory mak-
ing sandwiches and then I decided it was time for me
to move further. By that time I had also improved my
language skills so I felt confident I could study in the
UK. Now I am a happy student of Finance and Ac-
counting.”

Lack of innovations in Polish institutions

When we discussed the reasons why students chose
British institutions, the main push factor that was
pointed out by Polish students was that Polish univer-
sities were not very innovative in terms of programme
offerings, whereas British universities gave them
flexibility in combining various modules so that they
could study what they were really interested in. This is
in line with several studies [Mazzarol 1998, Mazzarol
and Soutar 2002, Rembielak et al. 2009, Rembielak
2015, Rembielak et al. 2017].

“I looked at the offer at Polish universities and
I saw that the modules they offered students to study
were really boring. I wanted something more exciting
and I could only find it in the UK.”

“After I finished my secondary education, I went to
study at the University of Poznan. I studied Econom-
ics there for one semester only. Unfortunately, I was
not happy with this programme and I decided to move
to the tourist industry, as this was my interest. So
I continued my education at the University in Poznan
and I successfully completed one year, but I was not
content with the course of studies, with the way it was
taught. I started to search for other opportunities and
as one of my friends had already been studying here
I found out a lot about the way of life here, the univer-
sity, so I used her help. Then I applied via UCAS.”

“I finished a BA at the University in Kielce in Eng-
lish Studies, and after that I decided that I don’t want
to stay in my city any more, I want to go to some dif-
ferent place. I came to England just for the holidays
to my cousin to Manchester, and after two months
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I decided that it would be a great idea to study English
in an English-speaking country, which would improve
my English language skills. On the other hand when
I started researching the offer from Polish universities
I was not happy with the modules I would be study-
ing, as it seemed to me that I would be studying about
writing, etc. and that once I come to England this will
come natural and I would be concentrating on study-
ing how to teach. It would be theory and practise at the
same time, which encouraged me.”

Low level of customer service in Polish higher
education institutions

Some students who had already had experience with
Polish universities were not very happy with the cus-
tomer service the institutions offered to them. They
did not like the fact that in Poland the contact between
student and lecturer was very formal and they felt their
needs were not fully understood. This is in line with
research by Mazzarol [1998] and Mazzarol and Soutar
[2002].

“I had experience with a Polish university and
I think that in Poland the contact between student and
lecturer is more like between a Master and a student,
whereas here it is more like friends. He/she accepts
that you can have a different point of view or that even
maybe you know more than him/her in certain areas,
which [ think is great. Discussions with students are
very helpful and make you feel more involved in the
studies as you know that somebody listens to you and
it is important what you say.”

“I agree with everything she said. I’ve had exactly
the same experience. What is very important to me is
that if I have a problem, I know that I can go to a lec-
turer and I can speak about it.”

Favouring of British education by Polish businesses
and expected benefits of studying abroad

Many students also stressed the fact that the Polish
job market favoured graduates with British educa-
tion qualifications at the expense of those with Polish
qualifications. The image of the British education sys-
tem is very positive in Poland, and is considered to
deliver very high quality instruction. So UK graduates
are very competitive in the Polish market due to the
fact that their knowledge and expertise are expected
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to be really outstanding. This is in line with studies by
Mazzarol [1996], Mazzarol et al. [1997], Cubillo et
al. [2006], Rembielak et al. [2009], Rembielak [2015],
Rembielak et al. [2017], Baloch et al. [2018], Bucha-
nan [2019], McLeay et al. [2020]. Moreover, it is as-
sumed that the English language proficiency of those
graduates will be high, which definitely is an asset in
collaborating internationally.

“If you graduate from a British university it is defi-
nitely better for you to find a prestigious job in Poland.
Employers value you higher as they know you speak
fluent English and you have more practical experi-
ence. You see, it is very hard in Poland to get practi-
cal experience when you are a student as you have so
many hours of lectures and tutorials that it is physi-
cally impossible. You study a lot of useless stuff. In the
UK you study what is needed for your job and usually
you have at least one day free per week, which allows
you to work.”

Willingness to leave parents and become independent
Some students also stressed the fact that they wanted
to leave their parents and ‘learn to be an adult’, which
can be considered both as a push factor and a student
factor. They also stressed the importance of being able
to work part-time when studying at the same time. This
is in line with studies by Mazzarol et al. [1997], Bin-
sardi and Ekwulugo [2003], Rembielak et al. [2009],
Rembielak [2015], Rembielak et al. [2017].

“I have always been close to my family and they
had a lot of influence on my life and decisions. I start-
ed to feel a bit scared that as a single child I would
never grow up so I thought the further away from my
parents I move the better lesson of life I would get.
My parents were really concerned at the beginning but
they always supported me and understood my choice.
I learned a lot in the UK both as a student and as a per-
son. What was also important to me was I could work
part time and earn my money.”

Pull factors
Multicultural aspect
When discussing what prompted students to study in

the UK, the majority of them stated that the main rea-
son was that they wanted to experience multicultural
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studies, and they believed they could only get that in
the UK or the USA. However, since the UK is closer to
Poland and the opportunities to study there as a citizen
from another EU country are much easier, the choice
was obvious. This is in line with Mazzarol et al. [1997]
and Lin [1997].

“This diversity was one of the things which at-
tracted me to come to study here because I found our
Polish society as kind of homogenous. There are not
many foreign people in Poland. I was missing this ele-
ment in Poland. I was missing this kind of diversity
and openness, other people, other cultures, religions,
and so on. And hence I was excited to come here to
experience it. I love to have people from all over the
world in my class as it enriches me a lot. I believe it is
amazing to share my opinions with some other people
from other countries, culture or background, it opens
your mind. You can learn a lot of things from these
diversities and I do find it positive.”

Geographical proximity

The majority of students pointed to the fact of a rela-
tively short distance for travel between Poland and
the UK. They claimed that the changes within the EU
encouraged more people to migrate for work, which
influenced travel companies to extend their offerings
of cheap transport. This made the UK a very attractive
place to study in, as it was very convenient for students
to travel between Poland and the UK at a relatively
small financial cost. This is in line with research by
Mazzarol and Soutar [2002].

“For me this was the only country I considered. It
was because of the changes in the European Union,
which made it easy for me to come here, and study
without problems, as we had an equal chance with all
the other EU citizens, and also because it’s the closest
English-speaking country.”

Language proximity

Although Poland is not an English-speaking country,
it is spoken as a second language by the majority of
young people, as it is mandatory to study English at
primary and secondary school. It is also encouraged
to raise children as bilingual, so from a very early age
they get acquainted with the Polish and English lan-
guage, and both of them become like a mother tongue
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to them. This makes the UK a very attractive place to
study as students do not find it difficult to communi-
cate and study in English.

Image

The image of the UK as a reliable and friendly country
and British HE institutions as providing a high-level
quality of service is a very important pull factor for
Polish students. It was stressed by all of the partici-
pants in the focus groups. This is in line with studies
by Paramerawan and Glowacka [1995], Yavas and
Shemwell [1996], Landrum et al. [1998], Baloch et al.
[2018], Buchanan [2019], and McLeay et al. [2020].
The UK is perceived as a very interesting country,
with a multicultural society, interesting culture, tradi-
tions, and customs.

The high quality of British universities was stressed
by many students not only in relation to its perception
through the eyes of Polish people, but also worldwide.
Obtaining solid British qualifications was perceived
as a ‘passport’ to a global career. This is in line with
research by Hooley and Lynch [1981], Lin [1997],
Mazzarol et al. [1997], Mazzarol [1998], Soutar and
Tourner [2002], Mazzarol and Soutar [2002], Cubil-
lo et al. [2006], Rembielak et al. [2009], Rembielak
[2015], Rembielak et al. [2017], and McLeay et al.
[2020].

“I know of people who studied in British universi-
ties and then went back to Poland. They got very good
jobs in teaching because the employer sees that that
person studied in England and that he/she must have
lived there and dealt with culture, and it looks really
nice on the CV. Also if | want to stay here [ heard that it
is better to have a British degree. And also in different
countries, if [ want to go to Japan and teach they will
accept me because I studied in England, so it gives you
an international recognition.”

“It’s like a passport for a good work. If I want to
get a good job in Germany in my field, I think it would
be seen better, and I feel that [ am starting from a good
position.”

The availability of internships, sandwich courses,
which are on offer at British universities, are valued
by students and prospective employers. This provides
students with another distinctive feature which makes
them competitive in the market.
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“British universities offer internships so you really
get practical experience and when you start a job you
don’t feel scared, as you are familiar with the system.
This is something that is hard to get in Poland.”

The majority of students also stressed the impor-
tance of appropriate teaching methods applied by
staff. They really appreciated the practical approach
and teaching by examples.

“I have always wanted to study in the UK as I heard
a lot about the British education and I liked the way
they teach here — the practical approach. That was my
image of the British education.”

Student loans

The majority of respondents were encouraged to study
in the UK by student loans and bursaries. They felt
that as EU members they could get the same finan-
cial support as British students and this encouraged
them to prove they were worth the investment from
the government. They also appreciated the universi-
ties’ activities, such as loyalty bursaries, which was
one of the factors contributing to their decision to
choose a particular HE institution. This is in line with
McMahon [1992] and Rembielak et al. [2009], Rem-
bielak [2015], Rembielak et al. [2017], McLeay et al.
[2020].

“The other very important factor was the European
Union student loans, which really helped me financial-
ly. I also work, in a hotel, but the loan was extremely
helpful. The fact that I can study and work at the same
time also encouraged me to come here, and the em-
ployers here are very helpful to students, my contract
is very flexible and if I have exams I just don’t have to
come to work.”

“What also encouraged me was the excellence
scholarship which I was given, it was 1,000 pounds
less to pay, so I only paid 2,000. This was a great in-
centive.”

“I got the loyalty bursary after one year and it was
a great opportunity.”

University programmes, the educational system

and university facilities

The majority of Polish students pointed at the fact
that they really appreciated the flexibility the pro-
grammes gave them, the choice of elective modules,
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and the fact that the master’s degree programme runs
for one year only, whereas in Poland it takes two
years.

Most of the respondents appreciated the high level
of university facilities, such as classrooms, the choice
of books in the library, its opening hours and facili-
ties, computers and all the IT equipment, and univer-
sity accommodations. This is in line with research
by Quereshi [1995], Price et al. [2003], Cubillo et al.
[2006] and Maringe and Carter [2007].

“I am very satisfied. I like the library. I spend a lot
of time there. I think it is good to have a lot of useful
books there so I don’t have to worry and I can access
them.”

“I agree, and the service is great, also the online ac-
cess to the library. I can renew my books without even
leaving my room. Staff in the library are very friendly,
professional and helpful.”

Many of the respondents stressed also the impor-
tance of the actual programmes being offered by the
university and also the importance of league tables,
which is in line with research by Hooley and Lynch
[1981], Mazzarol [1998], Soutar and Turner [2002],
Cubillo et al. [2006], Rembielak et al. [2009], Rem-
bielak [2015], Rembielak et al. [2017], McLeay et al.
[2020].

CONCLUSIONS

Globalisation has had a significant influence on the de-
velopment of competition within the higher education
sector. Enlargement of the European Union in 2004
brought many changes to member countries — old and
new. The opening of borders and free movement be-
tween nations helped a lot of young people move to
other EU countries to obtain a solid education. Polish
students very quickly adapted to the new environ-
ment. When making decisions about what and where
to study they were influenced by many factors, which
either existed in their home country (push factors) or
operated within the host country and host institution
(pull factors). Results obtained from focus groups of
Polish students studying at a British university showed
a rather small significance of push factors in their de-
cision making process — instead, a lot of pull factors
played a very important role.
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The respondents found the multicultural aspects of
the UK very attractive. They wanted to have a broader
perspective and felt that exposure to people represent-
ing various countries and cultures could help them
open their minds. Although Poland and England do
not closely border each other, the airline connec-
tions are so good that it makes the physical distance
insignificant. And though there is no commonality of
language between the two countries, the Polish educa-
tional system supports learning foreign languages and
studying English is mandatory for all Polish pupils, so
the English language is not a significant barrier.

One of the most important factors is the desire to
obtain better knowledge in their area of study. Polish
students feel that this can be obtained in the UK. They
have a very positive perception of the UK as a country
and of British HE institutions as providers of a high
quality service which is valued worldwide.

Polish students have a free education system in Po-
land, but as they are aware that they are entitled to
a number of scholarships and bursaries, they quite of-
ten choose the UK to study. Students feel that even if
they still have to make some financial sacrifices, this
makes a good investment for the future. They feel that
obtaining an education in the UK will open their pos-
sibilities of making a career anywhere in the world.
They are also convinced that once they go back to Po-
land, having graduated from a British university will
make them more competitive in comparison to their
colleagues who studied home.

The results of the research show that the reputation
of a particular programme, university, and its staff,
was a very important factor for students when select-
ing a HE provider. The responses indicate clearly that
the university facilities, such as accommodations, li-
brary, and IT are very important factors for the pro-
spective students.

Findings from this research indicated that pull fac-
tors are more important in recruiting Polish students to
British universities than push factors.

Limitations

The research was conducted before the implementa-
tion of Brexit and before the COVID-19 pandemic.
It would be interesting to see how these two factors
affect Polish students’ decisions to study abroad or
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just in the UK. As there is also a high probability that
British universities will deliver all their programmes
online in the 2020-2021 academic year, it would also
be interesting to explore how this will affect students’
recruitment to these countries.
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CZYNNIKI WPLYWAJACE NA WYBORY STUDENTOW | PODEJMOWANE PRZEZ NICH
DECYZJE: STUDIUM PRZYPADKU POLSKICH STUDENTOW STUDIUJACYCH
W BRYTYJSKIEJ INSTYTUCJI SZKOLNICTWA WYZSZEGO

STRESZCZENIE

Glownym celem tego artykutu jest zbadanie, ktore czynniki maja wptyw na podejmowanie decyzji studentow
o studiach za granica. Studium przypadku stanowiag Polacy studiujacy w brytyjskich uczelniach wyzszych.
Dokument analizuje proces podejmowania decyzji przez tych studentow w zakresie wyboru studiow uniwer-
syteckich. Przeglad literatury sugeruje, ze istnieja dwa rodzaje czynnikow, ktore wptywaja na ten proces:
wypychajace (ang. push), ktore dzialaja w kraju pochodzenia, oraz przyciggajace (ang. pull), co oznacza,
ze studenci sg ,,przyciagani” przez kraj przyjmujacy i zachgcani do studiowania tam. Polacy stanowia do$¢
znaczng cz¢$¢ studentow z UE uczacych si¢ w Wielkiej Brytanii, ale jest bardzo mato badan na tej konkret-
nej grupie. Wyniki badan jakosciowych na Polakach studiujagcych na wybranym uniwersytecie brytyjskim
wskazuja, ze w przeciwienstwie do wielu innych badan czynniki przyciggajace mogg mie¢ wickszy wpltyw
na podejmowane decyzje polskich studentdw w zakresie uczenia si¢ za granica.

Stowa kluczowe: studenci zagraniczni, polscy studenci, brytyjskie instytucje szkolnictwa wyzszego, proces
podejmowania decyzji, czynniki wypychajace, czynniki przyciagajace, wybor
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ABSTRACT

The aim of the article was to compare sheep meat production in Austria and Poland. The level of sheep popu-
lation in both countries was similar. The sources of the materials were a literature review and data obtained
from Statistics Austria and Statistics Poland. The research period concerned the years 1992-2018. Methods
of data analysis were used, such as constant dynamics indicators, Gini coefficient and Lorenzo curve, Pear-
son correlation coefficients. A number of differences were found, e.g. in the direction of changes in the size
of the sheep population, the scale of total slaughtering and industrial slaughtering, the share of self-supply
in total meat production, traditional consumption of lamb during holidays, the average carcass weight of
sheep, prices of lamb meat, interdependence of the sheep population with changes in economic parameters.
The similarities concerned the level of concentration of the sheep population and their regional slaughtering,
prejudices regarding the consumption of lamb, the share of lambs in slaughtering and meat production, the
productivity of meat obtained from the slaughter of sheep.

Key words: sheep production, slaughter of sheep, lamb meat, lamb price

JEL codes: Q10, Q11,Q13, Q18

INTRODUCTION

Historically, sheep have played an important role as
a versatile species, but since the mid-19th century their
importance in Europe has been steadily diminishing
[Sandgruber 2002]. Examples of such countries are
Austria and Poland. In Austria, the main product ob-
tained from sheep was meat, followed by milk. This
is due to the structure of maintained sheep (only 15%
were dairy sheep) [Greimel et al. 2002]. The impor-
tance of wool was insignificant, as the revenue from
its sale covered only the costs of shearing sheep. In
Austria, however, sheep play an important role in main-
taining the landscape, which is characterized by a high
proportion of mountains and meadows. Around 85% of

all sheep were kept in the high, low and submontane
Alpine areas [Patzelt 1987, Hambrusch and Kirner
2008]. The problem in Austria was the decreasing area
of hay pastures in subsequent years where sheep were
grazing [Guggenberger et al. 2014]. The regular graz-
ing of sheep on mountain slopes helps to prevent shrubs
from entering, strengthens the slopes by kneading the
animals’ hooves and thus maintains an open cultural
landscape. The beautiful landscape in turn is important
for tourists visiting the country [Nobauer 2014].

Sheep production in Poland reached its peak in the
1980s, when the sheep population was around 5 million.
The introduction of the market economy had a negative
impact on agriculture, especially on sheep production.
The most important reason for the lack of profitability
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in this activity was the liquidation of subsidies for wool
and the drop in prices of this raw material on world mar-
kets [Niznikowski 2003]. As a result of these changes,
meat became the most important product obtained from
sheep, while wool lost its importance [Niznikowski
2011]. Many sheep farmers have taken up more profit-
able agricultural activities, with only a few sheep pro-
ducers remaining on the market. As a result, attempts
have been made to halt the decline and rebuild the sheep
population. The Programme for Improving Fertility and
the Programme for Improving the Sheep Population un-
til 2010 developed by the Ministry of Agriculture and
Rural Development were implemented [Niznikowski
2005]. However, their objectives were not achieved, as
the budget for the Biological Progress Fund, from which
subsidies for sheep producers were paid, was systemati-
cally reduced [Berdychowska et al. 2004].

Sheep production in Poland is defined as an ac-
tivity complementary to other agricultural activities.
However, sheep compete in feed with cattle and goats.
The sheep have characteristics that make them predis-
posed to grazing on permanent grassland on poor and
difficult to reach soils, which gives them an advan-
tage. Mountain areas are a natural place for breeding
sheep, but this activity is carried out throughout the
country [Musiat and Musiat 2016]. In the Podlasie re-
gion, sheep farm permanent grassland on class V and
VI soils. In Wielkopolska, these animals make excel-
lent use of by-products and feed of lower quality, e.g.
from sugar beet production. In general, many produc-
tion systems and technologies are used [Borys 2006,
Szymanowska et al. 2014].

The aim of the article was to compare sheep meat
production in two countries: Austria and Poland. The
level of sheep population in both countries was simi-
lar. The comparison will concern aspects related to the
meat use of sheep, i.e. industrial and total slaughter-
ing, meat production, meat prices and links between
sheep production and selected parameters in agricul-
ture and economy.

MATERIALS AND METHODS

The sources of the materials are literature reviews and
data obtained from Statistics Austria and Statistics
Poland. The research period was varied. The sheep
population was presented in a longer period of time
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in order to show the changes and tendencies occur-
ring. Data on total slaughterings, meat production,
meat productivity and meat prices concern the years
2007-2018. The paper uses methods of data analysis,
such as constant dynamics indicators, Gini coefficient
and Lorenzo curve, Pearson correlation coefficients.
These methods are suitable for analyzing this type of
data. The results were presented using descriptive,
tabular and graphical methods.

RESEARCH RESULTS AND DISCUSSION

The production of lamb meat depends on a number of
factors, such as the way the animals are fed, the breed
and the productivity of the slaughterhouse. The most
important factor is the number of sheep. Between 1992
and 2018, the Austrian sheep population remained
relatively stable, similar to that of the 1940s (Fig. 1).
The lowest number of sheep in this country was in
2002 (304,000 sheep), and the highest number in 2018
(406,000 sheep). During the period considered, there
were, of course, decreases and increases which lasted
several years. In the last four years, the number of
sheep in Austria has increased from the period under
consideration. The sheep population in Poland in 1992
was still very high (1.5 million head). However, this
was a legacy of the previous economic system. The
number of sheep kept in Poland fell dramatically and
in 1999 the number of sheep kept in Poland equaled
the level in Austria. The decrease in the number of
sheep in Poland continued, but was not so great. The
lowest level was achieved in 2014 (201,000 sheep).
From 20135, as a result of the activity of the Chambers
of Agriculture, payments have been introduced for
animal production, including sheep. In the EU budget
perspective (2015-2020), the Ministry of Agriculture
and Rural Development included sheep in the produc-
tion subsidy of EUR 25 per ewe (mother). As a result
of this support, the sheep population increased, but the
scale of the changes was small. The state of the sheep
population in Poland was closely related to the level of
support for sheep production [Klepacki 2005, Rokicki
2015, 2017]. In the final year of the analyzed period,
there were 267,000 sheep in Poland, which, however,
constituted only 18% of the 1992 populations. For
comparison, the sheep population in Austria increased
by 30% between 1992 and 2018.
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Fig. 1. Population of sheep in Austria and Poland between 1992 and 2018 (stocks on 1 December)

Source: Authors’ own study based on Statistics Austria, Statistics Poland.

The Gini coefficient was used to determine the
concentration of sheep in the regional approach (Bun-
desléander and voivodeships). A result close to 1 indi-
cates a very high concentration of livestock, while a re-
sult close to 0 indicates a dispersion of animals in many
regions. The Gini coefficient calculated for the Austrian
sheep population in 2018 from the sample was 0.40 and
the estimated coefficient for the population was 0.45.
This means an average concentration of the sheep pop-
ulation in several Austrian Bundesldnder. Production
differentiation is additionally shown by the Lorenzo
concentration curve (Fig. 2). In 2008, Gini coefficients
were at a similar level, i.e. 0.41 from the sample and
0.46 estimated for the population, respectively. This
means that the concentration of sheep in Austria has
remained unchanged. Similar calculations were made
for the sheep population in Poland. There was a slightly
higher concentration of sheep than in Austria. In 2018
the Gini coefficient from the sample was 0.46 (estimat-
ed at 0.49), while in 2008 it was 0.47 (0.50). In the case
of Poland, there were also no significant changes in the
concentration of sheep in voivodeships.

A similar analysis was made for the slaughter of
sheep by Bundeslénder in Austria and by voivodeships
in Poland. In the case of Austria, the Gini coefficient
for 2018 was 0.52 for the sample and 0.58 for the es-
timate, and 0.49 and 0.55 for 2008 respectively. This
means a higher concentration of slaughterings in one
or more federal states. For Poland, the Gini coefficient

acta_oeconomia.sggw.pl

for sheep slaughtering in 2018 was 0.44 from the sam-
ple and estimated at 0.47, while in 2008 it was 0.51
and 0.54, respectively. This means a decrease in the
concentration of slaughters only in a few voivodeships
and their distribution to other regions. In the case of
slaughter in both countries, this was possible outside
the place of purchase of the lambs. The companies in
operation bought lambs in many regions and slaugh-
tered them in a slaughterhouse known to them and
with which they cooperated. The concentration levels
of the sheep population and slaughterhouses in Aus-
tria and Poland were at a similar level. In both coun-
tries, the concentration ratio was also higher for sheep
slaughtering than for cattle. In the countries surveyed
there was a relatively stable structure for the param-
eters surveyed, with very small changes.

In terms of sheep meat consumption, an interesting
aspect was the tripling of sheep meat consumption in
Austria from around 300 g per capita in 1985 to over
1 kg at the beginning of the 20th century. One of the
reasons for this was the immigration to Austria of cer-
tain ethnic groups consuming lamb. Despite the fact
that the consumption of this meat per capita increased
three times, it was still small. However, the importance
of beef decreased in the given period, the consumption
of poultry meat grew steadily and pork remained at
a similar level [Willerstorfer 2012]. In 2017, the con-
sumption of lamb meat in Austria was approximately 1.1
kg per capita. It was a very small percentage compared
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Source: Authors’ own study based on Statistics Austria, Statistics Poland.

to the total consumption of meat per capita of 64 kg
(only meat for human consumption). The domestic
consumption of meat in Austria was around 850,000 t.
The degree of self-sufficiency was 108% for total meat.
Pork dominated with the consumption of 37.2 kg per
capita, which corresponds to the level of self-suffi-
ciency of 101%. Beef and poultry were ranked second
in terms of consumption per person of 12 kg each and
self-sufficiency of 140 and 68% respectively [Griiner
Bericht 2018]. For lamb meat, the self-sufficiency rate
was only 80%. This situation in sheep production and
the expected decline in the volume of beef were good
conditions for trade in lamb on the Austrian domestic
market. Sheep meat constituted a small percentage of
the turnover and meat from young animals was offered.
Lamb consumption was low because of its bad im-
age, due to the sheep meat that was offered in previous

100

years. The ordinary consumer does not distinguish be-
tween lamb and sheep [Ringdorfer 2003]. Nowadays,
around Easter, Austrians eat 230 t of lamb meat. The
consumption of lamb meat during the Christmas period
[Kattinger 2017] is also very popular.

In Poland, trends in the consumption of lamb meat
are similar to those in Austria. Similarly, offering old
sheep for sale in earlier periods has led to reluctance
on the part of some customers. In addition, lamb meat
for Poles is one of the most expensive, so they are
more likely to eat pork (40.5 kg in 2017) and poul-
try (30 kg). Less popular is beef (2.2 kg). In Poland,
the total annual consumption of meat per capita was
78.5 kg. Lamb meat was eaten only at 40 g, i.e. with-
in the limits of statistical error. In Poland, there is no
tradition of eating lamb meat during major holidays
[FAMMU/FAPA 2016, GUS 2018].

acta_oeconomia.sggw.pl
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In both countries, economic slaughter for the needs
of the farmer’s family is possible. In addition, some
animals were exported to other countries. Especially
in Poland, such a situation was frequent. The remain-
ing animals were placed on the domestic market and
had to be slaughtered in professional slaughterhouses.
In Austria, many more sheep were slaughtered in-
dustrially than in Poland (Fig. 3). Similar trends can
be observed in both countries. In general, more and
more sheep were slaughtered (in Austria, the increase

180000

between 2009 and 2018 was 26%, and in Poland as
much as 188%), and declines and increases occurred
in similar years during the period under considera-
tion. Additionally, in Poland, the importance of live
lamb exports was systematically decreasing in favor
of meat sales on the domestic market. In Austria, most
of the animals were destined for the domestic market.
The demand for lamb meat in Austria was very stable.

Industrial slaughterhouse is also broken down by
month (Fig. 4). In Austria, increased slaughter rates
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were recorded in the immediate run-up to the major
holidays: Christmas and Easter. In Poland, no such
regularity was observed. Both countries are very
Catholic and celebrate solemnly served holidays. In
Poland, however, there is no tradition of eating lamb
on holiday days. Interestingly, most slaughters were
recorded in the summer months, such as June and July.
This may be due to increased consumption of lamb
during vacations, directly at the places of rest. Then
there is an opportunity to try something different and
exquisite.

Taking into account the total number of sheep
slaughtered, it was much higher than only the indus-
trial slaughter (Fig. 5). In Austria, half of the sheep
were slaughtered outside industrial slaughterhouses,
and in Poland the proportion of such sheep was as
high as 65%. This high proportion of self-slaughter-
ing testifies to the high consumption of lamb meat by
farmers and their families. The statistics on lamb meat
consumption are largely determined by them. Meat
production was closely correlated with the number of
slaughtered animals, which means some stabilization
in terms of consumers’ market preferences. In both
countries, mainly lambs were slaughtered. In Austria,
their share in the total number of slaughtered sheep in
each year was 75-80% in terms of number of heads
and 66—72% in terms of meat production. Similar

results were achieved in Poland. Total slaughter of
sheep in Austria increased by 20% in terms of number
of slaughtered animals and by 17% in terms of meat
over the period considered. In Poland, decreases of
50% and 45% were recorded respectively.

To compare consumer markets, information on the
average weight of the carcass being slaughtered and
the meat yield obtained is also important. In Austria
the carcass weight was much higher than in Poland,
because in the years under study it ranged from 22.63
to 25.29 kg (Fig. 6). In Poland it was from 12.97 to
14.47 kg respectively. Since the structure of the slaugh-
tered sheep in both countries was around 75% lamb, it
can be concluded that the average carcass weight of
the slaughtered lambs in Austria was much higher. The
animals were fattened to a weight of over 40 kg, which
was rare in Poland. For export purposes, lambs weigh-
ing even less than 20 kg and most often in the range of
22-25 kg were exported. On the Polish market, lambs
weighing 30—40 kg were sold most often. Fattening
above 40 kg was less popular. The average meat yield
at slaughter was almost identical in both countries, ex-
cept for the years 2013-2014, when Austria achieved
a much higher result (50%).

Another aspect of comparison is the prices obtained
for lambs per kg of carcass weight (Fig. 7). Farmers in
Austria received significantly higher prices. In addi-
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Fig.5. Total slaughter in pieces and sheep meat production in Austria and Poland in 20072018

Source: Authors’ own study based on Statistics Austria, Statistics Poland.
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tion, in Austria prices were actually rising steadily. In
Poland, since 2012, there have been alternating periods
of declines and increases. As a result, the difference
between prices per kg of carcass in Austria and Poland
increased. The smallest difference was EUR 1.21 in
2011 and the largest was EUR 2.09 in 2017. The av-
erage price per kg of lamb carcass in Austria during
the period considered increased by 24% and in Poland

by 26%. However, the difference did not decrease, but
deepened, due to a different starting point. Prices in
a given country are usually adjusted to the capabilities
of the society. However, in the case of good quality
but expensive lamb meat, it is difficult to ascertain the
adjustment of the price to the wealth of domestic con-
sumers’ portfolios.

6
%) 5,5 /
kS
2 — —
> 45
(3]
=
g a4
S
5
(6]
3,5
3
2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018
Y
—«&— Austria —&— Polska ears
Fig.7. Average annual prices of meat from heavy lambs in Austria and Poland in 2007-2018

Source: Authors’ own study based on Statistics Austria, Statistics Poland.
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Pearson’s linear correlation coefficient was used to
determine the correlation between sheep population,
meat production and number of slaughterings of sheep
and economic parameters. The tests were carried out
separately for Austria and Poland. The analysis period
covered the years 1999-2018. Table 1 presents the re-
sults and shows the p-value. The significance thresh-
old was set at p = 0.05. The tests carried out confirmed
that the values X and Y were correlated at the given
materiality level. Significant correlations were marked
with bold in the text.

A strong positive correlation was found between
the size of the sheep population and economic pa-
rameters in Austria. In the case of Poland, there was
a negative correlation. In both countries the economic
parameters were systematically improving, but in Po-
land the number of headcount decreased and in Austria
the number of headcount increased. The situation was
strongly influenced by the appropriate conditions for
sheep farming, mainly in the economic sphere. In both
countries, the stocking density changed in the opposite
direction to that of the sheep population, but only the
results in Austria were relevant. In this country, cat-
tle competed for access to grassland. In Poland, some
of the meadows were unsustainable (on arable land),
which made it possible to adapt the area to the needs
of production. An analysis of the relationship between
the sheep population and other agricultural parameters

was also considered. The number of sheep per 100 ha
of UAA was correlated with the number of head, while
in the case of grassland, e.g. in Austria, the area re-
mained relatively constant. The level of plant fertiliza-
tion would also be a misleading parameter. Austria had
a high percentage of organic farms that did not use ar-
tificial fertilizers. The same was true for plant protec-
tion measures. Therefore, these parameters were not
analyzed after the substantive assessment. Correlation
of meat production and number of slaughtering with
economic and agricultural parameters was significant
only in Poland. The lack of significant results for Aus-
tria may be due to the fact that fewer lambs are used
for meat during the growing period of the herd.

There is no tradition of eating lamb in Poland and
Austria. With greater promotion of this type of meat,
domestic demand may increase, which will increase
the sheep population. In Austria, the sheep population
and lamb meat production will increase very slowly.
In Poland, it is expected to maintain the existing state
[Rokicki 2017, Griiner Bericht 2018].

CONCLUSIONS

The sheep population in Austria and Poland in the last
dozen or so years has been at a similar level, but in
Austria a slight increase in the population of these ani-
mals can be observed, while in Poland a decrease can

Table 1. Pearson’s linear correlation coefficients between sheep population and economic parameters

Pearson’s linear correlation coefficients

Tested parameters Austria Poland
R p R p

Correlation coefficients between the sheep population and

GDP 0.797 0.001 —0.802 0.001
GDP per capita 0.781 0.001 —0.798 0.001
Final consumption of households 0.790 0.001 —-0.825 0.001
Final consumption of households per capita 0.770 0.001 —0.825 0.001
Export of goods and services 0.760 0.001 —0.726 0.001
Import of good and services 0.778 0.001 —0.748 0.001
Stocking density per 100 ha UAA —0.594 0.006 -0.235 0319

Source: Authors’ own study based on Statistics Austria, Statistics Poland.
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be observed. The level of sheep population concen-
tration in both countries was similar (Gini coefficient
was around 0.40-0.47), i.e. these animals were kept in
higher numbers in several Austrian Bundesldander or
Polish voivodeships respectively. The concentration
was slightly higher in the case of sheep slaughtering,
because Gini coefficients in both countries in 2018
were in the range of 0.44-0.52. The concentration
of slaughtering decreased in Poland and increased in
Austria. Differences in the concentration of the sheep
population and the number of slaughterings resulted
from the purchase of lambs from several regions by
purchasing entities and slaughtering in the cooperating
slaughterhouse located in one region.

The annual consumption of lamb meat in both
countries was low. In Austria it was about 1.1 kg per
capita, and in Poland it was within the limits of a sta-
tistical error, i.e. below 100 g. In Austria, there was
a tradition of eating lamb meat during Easter, while in
Poland there was no such approach. In both countries,
there were consumer prejudices against this meat,
which can be eliminated by appropriate promotional
campaigns.

The level of industrial slaughter indicates the mar-
ketability of the animal production in question. In
Austria, more animals were marketed. In both coun-
tries there were similar changes in the number of
slaughters. In the countries surveyed, around 75%
of the slaughtered sheep were lambs, which was a very
positive aspect. Analyzing the monthly changes, great-
er seasonality occurred in Austria, where the largest
number of slaughters took place in the months imme-
diately preceding the main religious holidays. There
was no such concentration in Poland. Meat production
was closely correlated with the number of slaughtered
animals.

In Austria, larger animals were slaughtered because
the average carcass weight was 25 kg, while in Poland
it was only 13—14 kg. The standards and expectations
of consumers were different. In Poland the maximum
expected weight of lamb did not exceed 40 kg — in
export to Italy, it was even below 25 kg. In Austria,
lambs weighing more than 40 kg were slaughtered. In-
terestingly, the different carcass weight did not affect
the meat yields obtained from these animals. In both
cases they amounted to 45-46%.

acta_oeconomia.sggw.pl

The prices obtained for lambs per 1 kg of carcass
were significantly higher in Austria, where there was
a continuous increase in prices, while in Poland the
trend was generally increasing, but there were periods
of decline. The biggest difference in prices between
countries was as much as EUR 2.09 per kg carcass
weight. The higher wealth of citizens in Austria also
had a significant impact on the price.

Different results were achieved in both countries
when comparing the relationship between the sheep
population and economic parameters. In Austria, the
sheep population increased with the improvement of
economic parameters. The economic situation in Po-
land was good, but the number of sheep was decreasing
at that time. Farmers replaced sheep production with
more profitable agricultural activities or abandoned
agriculture. In Austria, sheep farming production was
more closely linked to landscape conservation and
therefore developed. Austria was also characterized
by a greater stabilization of agriculture.
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PRODUKCJA MIESA OWCZEGO W AUSTRII | POLSCE - PODOBIENSTWA | ROZNICE

STRESZCZENIE

Celem artykutu bylo poréwnanie produkcji migsa owczego w Austrii i Polsce. Poziom poglowia owiec w obu
tych krajach byl na zblizonym poziomie. Zrodta materiatow stanowit przeglad literatury oraz dane pozyskane
z austryjackiego Bundesanstalt Statistik Osterreich oraz polskiego Gtéwnego Urzedu Statystycznego. Okres
badan dotyczyt lat 1992-2018. Wykorzystano metody analizy danych jak wskazniki dynamiki o podstawie
statej, wspolczynnik Giniego i krzywa Lorenza oraz wspotczynniki korelacji liniowej Pearsona. Stwierdzono
wystepowanie wielu roznic, np. kierunku zmian wielko$ci poglowia owiec, skali ubojow ogdtem i ubojow
przemystowych, udziatu samozaopatrznia w produkcji migsa ogodtem, tradycji spozywania jagnieciny w okre-
sie §wiat, Sredniej masy tuszy owiec, cen mig¢sa jagnigcego, wspotzaleznosci poglowia owiec ze zmianami
parametréw gospodarczych. Podobienstwa dotyczyty natomiast poziomu koncentracji pogtowia owiec i ich
ubojow w regionach, uprzedzen dotyczacych spozywania jagnigciny, udzialu jagnigt w ubojach i produkcji
migsa, wydajno$ci migsa uzyskiwanej przy ubojach owiec.

Stowa kluczowe: produkcja owczarska, ubdj owiec, migso jagnigce, cena miesa jagnigcego
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COUNTRIES
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ABSTRACT

The primary aim of the article is to present changes in the standard of living in Polish households against
the background of other EU countries. It starts with definitional approaches that distinguish the standard
of living category from the quality of life category. The methods of measuring the standard of living of
households in the European Union are presented. Next, the living standards of households in EU countries
in 2008-2018 are presented. The last part of the study refers to the demand for food — Poland against the
background of other EU countries — over the last decade. Quantitative research of income elasticity is also
presented. The conclusions show that inequalities in the standard of living in various EU countries result
from many factors, especially differences in the level of their development, and their technological and

educational opportunities.

Key words: standard of living, purchasing power standard, actual individual consumption, Gini coefficient
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INTRODUCTION

When assessing the standard of living in a particular
society, it is necessary to take into account many fac-
tors, which include both economic and social aspects.
The notion of a standard of living is related to a person
or household’s possibility and degree of satisfying ma-
terial and non-material needs — this helps determine
the quality of life of households. From an economic
point of view, household income and expenses emerge
as the most important elements in determining the
standard of living and its changes. Income stratifica-
tion, which leads to inequalities across Poland and
other EU Member States, is considered to be a signifi-
cant threat to living standards. The measure applied to
assess the above-mentioned inequalities is the value
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of the Gini index, which has increased in recent years
in most Eastern European countries, including Poland,
and tends to be stable in Western European countries.
Changes in the level of the indicator may result from
the relatively low purchasing power parity of average
households, even with a rising salary trend. This ten-
dency may be observed in most post-communist coun-
tries such as Bulgaria, Romania, Hungary, Greece,
Latvia, Estonia and Poland. A marked polarisation of
income in individual EU countries implies that there
are significant differences in the share of consumer
spending and the level of household consumption. The
effect of this tendency is to deepen material poverty
while also increasing the material wealth of societies.
This is also reflected in assessments of levels of satis-
faction of needs and quality of life.
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The presented study focuses on the economic di-
mension of the standard of living in households. Par-
ticular attention is paid to income disparities in post-
-communist countries, i.e. the region which includes
Poland, in order to indicate the significant dispari-
ties which still exist between the countries of Eastern
Europe and the highly developed areas of Western
Europe. The primary aim of the article is to present
changes in the standard of living in Polish households
against the background of other EU countries.

LITERARY REVIEW

Definitions and measures related

to the assessment of the standard of living
Measuring the level and quality of life requires re-
searchers to define these concepts in advance. The
theoretical basis of research into the level and quality
of life is of interest to scientists and academics around
the world, representing various fields of knowledge,
such as sociology, statistics and economics. There
are two basic definitional approaches that distinguish
“the standard of living” from “the quality of life”. The
first approach is based on the classification of groups
of needs [Allardt 1989]. Allardt linked the standard
of living category to material needs, i.e. with the fac-
tor of having. On the other hand, the quality of life
category covers non-material needs, characterised by
emotional states and a sense of existence (referring to
the ideas of loving and being). In presenting the con-
cept of measuring well-being, Allardt pointed out that
this measurement should take into account the stand-
ard of living and quality of life, using both objective
and subjective evaluations. The concept presented by
Allardt has been applied by Luszniewicz and Staby.
Luszniewicz defines standard of living as “the degree
to which material and cultural needs of households are
met by streams of paid goods and services and by col-
lective consumption funds” [Luszniewicz 1982, p. 11].
According to Staby, “the standard of living is the de-
gree of satisfying material and cultural needs with the
existing infrastructure which makes the process of sat-
isfying the needs possible [...], while the quality of life
includes all these elements that are related to human
existence, being someone, having a family, colleagues
and friends” [Staby 1990, p. 25].
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Another common method of distinguishing be-
tween the level and quality of life categories is related
to measuring the degree of need satisfaction, rather
than to the types of needs covered by the measure-
ment. According to this approach, the standard of liv-
ing is a description of the degree to which needs are
satisfied by means of objective assessments, and the
quality of life is a subjective evaluation (perception) of
the degree of satisfying the needs. However, the areas
of life that are covered by these categories and subject
to observation and assessment are — or can be — iden-
tical. In the case of objective assessments, the needs
of the surveyed individuals (individuals, households)
are met regardless of their personal valuations in this
regard. In the subjective approach, the assessment of
the level of to which needs are being met is conducted
by the parties involved (individuals, households). It is
apparent that the concepts of the standard of living and
quality of life are not unequivocal, and their definition
depends on the researcher’s perspective [Staby 2007].

The approach to measuring the degree of satisfac-
tion of needs (well-being) is based on two different
systems which are applied to evaluate the level of sat-
isfaction of needs and the overall satisfaction with this
level. In the first case, we deal with an objective ap-
proach, while the second is subjective. This perspec-
tive on the research problem discussed in this article
can be found, among others, in the studies conducted
by OECD [2011], Center for Research and Methodol-
ogy [Berger-Schmitt and Noll 2000] and in conceptual
work carried out in the European Union [Szukietoj¢-
-Bienkunska and Walczak 2011].

Another important consideration contained in this
paper concerns the method of measuring the standard
of living of households in the European Union. Two
basic measures are applied in this case, namely: the
purchasing power standard (PPS) and actual individu-
al consumption (AIC), which are the basic indicators
used to compare the economic situation of people liv-
ing in households in Poland and other EU Member
States. PPS represents a common reference currency
unit applied in the EU to convert aggregated economic
data in such a way as to enable spatial comparisons
through eliminating differences in price levels be-
tween the EU Member States. In theory, 1 PPS allows
a consumer to buy the same part of a specific basket of
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goods and services in every economic area. The PPS
exchange rate used for reference purposes in the local
currency is determined on the basis of the price level
in a given economy in relation to the average price
level across the EU.

Actual individual consumption per capita is ex-
pressed in PPS units. It is the most important variable
that the European Statistical Office (Eurostat) takes
into account when determining the overall level of
well-being in a given country. The AIC is calculated
based on the quantity of products and services pur-
chased by individual households. This measure also
takes into consideration the goods received through
various types of governmental and non-profit organi-
sations (e.g. health care, education, support for fami-
lies, etc.). The AIC is of great importance in terms of
conducting various statistical analyses and forecasts
that cover the area of the entire European Union and
the European Free Trade Association (EFTA). This
data is important primarily from the point of view of
making various external decisions (mainly through
Community bodies) and coordinating the work of
national statistical offices. The annual analysis of the
AIC index aims to unify standard test methods and
consolidate general national statistics among the EU
Member States.

The assessment of the standard of living in house-
holds is associated with the analysis of income ine-
qualities in a particular society. For this purpose, the
Gini coefficient is applied. The Gini index is also re-
ferred to as the social inequality index, and it is used
to measure and express the uneven distribution of
household income in numerical values. The Gini in-
dex, based on the Lorenz curve, shows the income
inequality of a society. This indicator should be inter-
preted as follows: the higher the value of the index,
the greater the income inequality which is recorded in
a given country. The Gini index takes a value between
0 and 1 (or if we multiply it by 100, between 0 and
100). If all persons have the same income, the coeffi-
cient reaches 0 (homogeneous distribution); the index
equals 1 if all but one person have zero income. Thus,
the higher the value of the index, the greater the degree
of concentration of income and the greater its diversity
[CIA 2012].

acta_oeconomia.sggw.pl

RESEARCH METHODS AND SOURCES
OF INFORMATION

The paper is based on secondary data, gathered from
a wide range of sources. It relies on literary review
presenting basic definitional approaches of the main
concepts. The empirical part of the paper relies on the
datareport from the EU-SILC survey of 2018, data pub-
lished by Eurostat and the Statistics Poland (Gtowny
Urzad Statystyczny — GUS). The comparative analysis
covers the years 2008—2018 on the basis of the sources
mentioned above. The basic indicators used to compare
the economic situation of people living in households
in Poland and other Member States are the purchasing
power standard (PPS) and actual individual consump-
tion (AIC). The disposable income in PPS and AIC is
used to estimate the material welfare of households in
EU countries. Using the Gini coefficient, an analysis
of income inequalities in EU countries was conducted.
Finally, the results of food consumption income elas-
ticity from a household perspective for the basis of
a comparative analysis for Poland on the background
of other EU countries, based on Kehlbacher [2012] and
the author’s own research. The source of information
for conducting this research was data from household
budgets collected by Statistics Poland.

STUDY RESULTS

Living standards of households in EU countries
from 2008-2018

Disposable income, presented in the purchasing power
standard (PPS), helps measure changes in the econo-
mic situation of households in Poland and in other EU
countries. Disposable income was calculated on the
basis of data from a survey carried out in 2018. It re-
fers to the year preceding the survey (from January to
December 2017). The reference year for the analysis
of changes in disposable income was 2008 and 2015
[Eurostat database 2019].

Wide differentiation in disposable income is ob-
served among EU countries. The highest disposable
income in 2018 was earned by eleven countries of the
“old” Union (Luxembourg, Austria, Germany, Den-
mark, the Netherlands, France, Belgium Ireland, Fin-
land, Sweden and the United Kingdom). The difference
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between the country with the lowest (Greece) and the
highest income (Luxembourg) is PPS 27.5 thousand
[Eurostat database 2019]. Post-communist countries,
which joined the EU in 2004 or later, had disposable
income below the European Union average (Slov-
enia, Estonia, the Czech Republic, Lithuania and Po-
land; from 3.4 PPS thousand in the Czech Republic
to 7.3 PPS thousand in Latvia in 2018). Romania had
nearly two times less disposable income than Poland
(Fig. 1).

Looking at trends in disposable income in the EU
in 2008-2018, the largest decrease was observed for
Greece, The United Kingdom and Cyprus. For those
countries that saw an increase in income Poland was
fifth, after Luxembourg, Estonia, Malta and Denmark.
For changes in disposable income in post-communist
countries between 2015 and 2018, the largest increase
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was recorded in Lithuania (of PPS 2.6 thousand) and
Estonia (PPS 2.5 thousand). Countries in which in-
come increased significantly more slowly in this pe-
riod were: Bulgaria (increase of PPS 0.9 thousand),
Hungary (increase of PPS 0.7 thousand), Slovenia
(increase of PPS 0.7 thousand), Slovakia (increase
of PPS 0.3 thousand). In the middle of the ranking of
post-communist countries is Poland and Latvia, which
achieved an increase of PPS 1.5 thousand (Fig. 1).

In 2018, disposable income in PPS for Poland
amounted to 12,952, which put it 20th among 28 EU
countries. Poland was one of 15 countries that had
an income below the EU average, and the difference
amounted to over PPS 6.5 thousand.

Significant inequalities of disposable income are
observed among EU countries, which had an aver-
age value of 5.2 thousand PPS in 2018. The income
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Fig. 1.
Source: Statistics Poland [2019] on data published by Eurostat.
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quintile share ratio' was lower than average value
(Slovakia had the lowest value — 3.0, the Czech Re-
public and Slovakia had a similar value of ratios (3.3
and 3.5, respectively) to 4.8 in Germany, and 4.3 for
Poland and Estonia). The largest income inequalities
were in Bulgaria (7.7) and Lithuania (7.1) — Figure 1.
During the period between 2008 and 2018, two coun-
tries recorded significant decreases in the value of the
income quintile share ratio: Poland (decrease of 0.8
and 0.6, respectively) and Croatia (decrease of 0.5 and
0.2, respectively), and one country had an increase in
both periods: Bulgaria (increase of 1.2 and 0.6, respec-
tively).

It is worth emphasizing that between 2008 and
2015, a significant increase in disposable income in-
equalities was observed in three Eastern Bloc coun-
tries: in Lithuania (of 1.4), in Romania (1.3), and
Estonia (1.2). Lithuania had the largest inequalities
in average disposable income as expressed by the in-
come quintile share ratio. In each year analysed, the
value of this ratio was the highest in Lithuania. The
smallest inequalities occurred in the average dispos-
able income in Slovakia and the Czech Republic. In
Poland, the average disposable income inequalities
can be compared to the levels of its western neigh-
bour — Germany. However, the value of the ratio for
Germany oscillates between 4.8 (in 2008 and 2015)
and 5.1 (for 2018). In the case of Poland, the value of
the ratio is gradually decreasing (5.1 in 2008, 4.9 in
2015, and 4.3 in 2018) — Figure 1.

In some countries of the “old” Union, no sig-
nificant changes were noted in the periods analysed.
These countries include: Austria, Ireland, Finland and
France. Luxembourg had an increase of 1.6 between
2008 and 2018. It should also be emphasized that the
increase occurred most strongly between 2015 and
2018 (an increase of 1.4). In 2018, Luxembourg ob-
tained a value of the disposable income quintile share
ratio close to 6.0, which is characteristic of countries
such as Italy and Spain.

The Gini coefficient is most often used in econom-
ics to measure how far a country’s wealth or income

distribution deviates from a totally equal distribution.
The studies carried out on income inequalities have
contributed to a view that in 2018, a relatively higher
level than the EU average (30.9) was characteristic for
Luxembourg, with a Gini coefficient of 33.2, and also
Italy — 33.4, Spain — 33.2, Greece — 32.3, and Portu-
gal — 32.1. Poland was in the group of 17 countries in
which this coefficient was lower than the average value
for the EU. Looking at changes in the Gini coefficient
in 2008-2018, the largest increase in the countries of
the “old” Union occurred in Luxembourg (5.5), Den-
mark (growth of 2.7). At the same time, the highest
decrease in the Gini coefficient was in Portugal, by 3.7
[European Commission 2019].

Among the former Eastern Bloc countries, in 2018
the Gini coefficient was the lowest in the case of income
in Slovakia (20.9) and the highest in Bulgaria (39.6).
Poland was fourth among these countries in terms of
low income inequalities, which means an improve-
ment both compared to 2008 (seventh place) and 2015
(sixth place) — Figure 2. When we follow changes in
Gini coefficient in 2008-2018, we observe its increase
in three countries of the former Eastern Bloc, indicat-
ing an increase in disposable income inequalities, i.e.
in Bulgaria (increase of 3.7), Hungary (increase of 3.5)
and Lithuania (increase of 2.4). Significant decreases
of this ratio in the discussed period (between 2008 and
2018) were seen in: Poland (decrease of 4.2), Slova-
kia (decrease of 2.8), Croatia and Latvia (decrease of
1.9 in both countries). Further decreases occurred in
seven countries, however the largest were in Estonia
(decrease of 4.2), Poland and Slovakia (both countries
had a decrease of 2.8) and Romania (decrease of 2.3)
— Figure 2. Out of 15 countries of the “old” Union, in
2018 eight achieved a Gini coefficient lower than the
EU average (30.9). The countries with higher income
inequalities than the EU average included the one with
the highest income: Luxembourg (PPS 38 thousand,
Gini coefficient: 33.2). Countries of southern Europe
struggling with socio-economic problems were at the
forefront of the countries of the “old” Union with high
income inequalities (Gini coefficient: Italy — 33.4,

! Income quintile share ratio (inequality of income distribution S80/S20) — ratio of total income received by the 20% of the
population with the highest income (top quintile), to that received by the 20% of the population with the lowest income
(lowest quintile). In EU-SILC this indicator is calculated for equivalized annual disposable income of households.
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Fig. 2.
Source: Statistics Poland [2019] on data published by Eurostat.

Spain — 33.2, Greece — 32.3, Portugal — 32.1). How-
ever, in 2018, the leader in this group of countries was
the United Kingdom (34.2).

Actual individual consumption in the EU as

a measure of the material welfare of households

From the point of view of the issues discussed in this ar-
ticle, it is important to examine the relationship between
the economic growth rate and the level of consumption.
In practice, it consists of determining how a country’s
economic development affects the wealth of households
and how it influences the level of consumption. The
analysis carried out in this respect covered the period
of 2013-2018 [Szwacka-Mokrzycka 2018] — Table 1.
In 2013, the negative consequences of the global crisis
0f 2008-2009 were still felt in Europe. In Poland, at the
beginning of the 2010s, the GDP dynamics also slowed
down due to the economic recession, which occurred
in the first half of 2013. The situation was caused by
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a combination of factors, namely: restrictions on pri-
vate investment due to economic slowdown; more dif-
ficult access to credit (credit crunch); restrictive fiscal
policy as well as lowering propensity to consume. In
the following year, i.e. in 2014, there was a significant
improvement in the economic situation of all EU coun-
tries, although it is important to note that there occurred
a considerable variation in GDP growth rates in rela-
tion to 2013. At that time, Poland found itself among
the countries with a relatively high level of growth, i.e.
3.4%, in comparison to the previous year. The group
with the relatively highest growth level, i.e. above 3%,
included Ireland, Hungary, Luxembourg, Malta and
the Great Britain. However, a relatively small GDP
growth, i.e. below 2%, in 2014, compared to 2013, was
observed in Belgium, Bulgaria, Denmark, Germany,
Greece, Spain and the Netherlands. The downward
trend in Finland, Italy, Cyprus and Crete could not be
stopped [Szwacka-Mokrzycka 2018].
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It is necessary to point out the wide range of AIC
and GDP levels across the EU countries, which dif-
fer from the EU average between 53% and 132% (Ta-
ble 1). The relatively highest rates were achieved by
Luxembourg, Germany, Austria, the United Kingdom,
Denmark, Finland, and Italy (32-20% above the aver-
age for the EU). Whereas the relatively lowest rates
belonged to Estonia, Latvia, Romania, and Hungary,
30-40% below the EU average. Poland ranked in
the group of countries (the Czech Republic, Greece,
Slovakia, Slovenia, Poland), with the rates from 20%
to 25% below the EU average [Szwacka-Mokrzycka
2018] — Table 1.

The purchasing power parity of the average house-
hold in Poland is low when compared to the overall
indicators for the EU region despite the upward trend
in wages. As far as the ranking of post-communist
countries is concerned, Poland is only ahead of Bul-
garia, Romania, Hungary, Greece, Latvia and Estonia.
By contrast, the Lithuanians, the Czechs and the Slo-
vaks achieve a higher purchasing power parity than
Poland.

Across the Member States in 2018, AIC per capita
expressed in PPS varied from 56% of the EU average
in Bulgaria to 134% in Luxembourg (Table 1).

The effects accompanying the increased economic
growth rate in Poland result from its integration with
the EU. The Polish accession to the EU enabled the
development and modernisation of the economy due
to increased investment size, new technologies, fa-
cilitated access to the markets of other member states,
greater scale and specialisation of production, im-
proved quality and effectiveness of management. The
integration also accelerated the flow of direct foreign
investments. Integration processes have a particularly
strong impact on trade volumes. The free movement
of goods entails not only a customs union and elimina-
tion of non-tariff barriers but also improved conditions
for Poland’s producers-exporters. Both the increased
export dynamics and import absorption are results of
the accession.

The influence of the integration processes on the
transformation of the food economy is long term and
stems from the need to adjust to the EU. The incorpo-
ration of world economics into globalisation processes
led to a polarisation of businesses into transnational
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Table 1. Actual individual consumption and gross domestic
product in the European Union in 2016 and 2018
(EU-28 = 100, real prices)

AIC per capita GDP per capita
Specification

2016 2018 2016 2018
EU 100 100
Luxembourg 135 134 269 261
Germany 121 120 123 122
Austria 119 117 128 127
UK 115 113 108 105
Denmark 113 114 127 128
Finland 114 112 110 111
Belgium 114 113 119 117
France 110 107 105 104
Netherlands 111 113 127 129
Sweden 112 108 123 120
Ireland 95 95 176 189
Italy 98 98 97 96
Cyprus 92 94 87 89
Spain 90 90 91 91
Lithuania 85 89 75 80
Portugal 82 83 77 77
Malta 78 80 95 98
Czech Republic 79 82 88 91
Greece 71 77 68 68
Slovakia 68 73 77 73
Poland 74 76 68 70
Slovenia 77 79 83 87
Estonia 72 74 76 82
Latvia 66 69 64 69
Hungary 62 64 68 71
Romania 65 71 59 65
Croatia 61 64 60 63
Bulgaria 54 56 49 51

Source: Authors’ own elaboration based on Eurostat Newsre-
lease 188/2019.
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corporations and subcontractors. The transformations
of the food economy in Poland have been taking place
under the influence of global companies involved in
processing and trade.

The standard of living of a country’s inhabitants
is related to their purchasing power. Looking at the
share of expenditures for food in overall expenditures
of households in 2005-2018, it can be noticed that the
group of countries with the lowest share of food ex-
penditures (in the EU countries) in total expenditures
are Austria, Ireland, the United Kingdom, the Neth-
erlands, Germany, Sweden, Denmark, Luxembourg
(respectively between 7.3 and 9.5%). Relatively high
levels of food expenditures (between 13 and 17% in
total expenditures) is characteristic for developing
countries such as Estonia, Lithuania, Romania, which
have such a situation from 2005-2013 [Eurostat News-
release 188/2019]. The countries with a medium share
of expenditures on food to total expenditures (between
10 and 12%) include Czech Republic, Hungary, Slo-
vakia, Bulgaria and Poland. In the period 2005-2018,
there was a decreasing tendency in the level of food
expenditures on total expenditures.

This situation above describes the standard of liv-
ing and purchasing power of inhabitants. A slow de-
crease can be observed in the differences between liv-
ing standards in developed and developing countries
[European Commission 2019]. Engel’s law holds that
in countries characterized by a relatively high standard
of living, food expenditures as a share of overall ex-
penditures is rather low. Therefore, an obvious indica-
tor of rising affluence of the inhabitants of the EU — as
elsewhere — would be a decrease in the share of food
expenditures in total expenditures. This applies to Po-
land as well, thought the country still spends more of its
income on food than do more developed EU countries.

Demand for food - Poland compared to other EU
countries

It is important to follow the level of nutritional needs
satisfaction to better understand changes in food con-
sumption. There is lot of research on trends in food
demand in European countries in the 20th century
and the first decade of the 21st century. The back-
ground for estimating demand for food was the result
of income elasticities. Food demand in Spain from
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1964-1989 was examined by Molina [1994]. The re-
sults showed that bread, cereals, meat, fish, milk and
eggs are necessities, whereas vegetables and fruits are
luxuries, though most of the elasticities were close
to unity. Several studies have a focus on meat and/or
fish demand. Burton et al. [2000] observed variations
in meat and fish consumption in Britain since 1960.
These changes are contributed to consumer prefer-
ences and findings that tastes have changed in recent
years in favour of chicken and fish, and against red
meats. Likewise, Klonaris found evidence of a gradual
change in consumption in the 1980s away from beef,
lamb, and mutton towards pork and chicken in Greece
[Klonaris 2001].

Looking at retail demand for fish in the UK,
Fousekis and Revell [2004] find haddock, salmon,
flatfish, shellfish, and smoked fish to be expenditure
elastic, implying that income growth will strongly in-
crease demand for these species. Introducing a Baye-
sian method of estimating multivariate sample selec-
tion models, Arnoult and Tiffin [2008] examine food
demand in the UK whilst accounting for censoring
arising from infrequency of purchase. Their results
emphasize the role played by low incomes and socio-
-economic circumstances in leading to poor diets and
also indicate that the presence of children in a house-
hold has a negative impact on dietary quality.

When following the results of research in Poland
it is apparent that they are very similar to those dis-
cussed above (Table 2). While performing the assess-

Table 2. Income elasticities for food in 2010 — Poland ver-
sus the European Union

Income elasticities

Specification
EU Poland

Cereals 0.25 0.07
Dairy 0.64 0.56
Fruit & vegetables 0.45 0.31
Meat 0.69 0.20
Oils & fat 0.22 0.14
Other food 0.61 0.35

Source: Kehlbacher [2012], Szwacka-Mokrzycka [2018].
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ment presented above, concerning the level of sat-
isfaction of nutritional needs in the first and second
decade of the 21st century, it should be stated that the
decrease in consumption elasticity factors took place
in each of the analysed groups, while the scope of this
decrease is diversified. Relatively, the most impor-
tant decrease of factors in the analysed period took
place in the expense group corresponding to satisfying
lower-order needs [Kwasek 2015, Szwacka-Mokrzy-
cka 2018]. The same change direction could be noticed
for income elasticity factors for food consumption of
product groups. The noticed regularity, expressed in
arelative decrease in the level of income elasticity
factors for nutritional products, constitutes the expres-
sion of changes that nutritional needs have undergone
over the last dozen years. What is more, it proves
a growing level of satisfaction of nutritional needs
starting from the 1990s.

It should also be pointed out that there has been
a lasting diversification of household behaviours.
These differences include, on one hand, the households
of employees and on the other, of pensioners. In the
first household group, relatively low elasticity factors
were observed in the years 2003-2015, while in the
second group, relatively high income elasticity factors
for expenses and consumption were noticed. The di-
versification of food consumption patterns in presented
household is no longer as important as in the 1990s, but
it would be difficult to support the thesis on consump-
tion patterns of the households of employees and pen-
sioners getting gradually closer to one another.

From average elasticities computed over all product
aggregation levels, the demand for cereals and oils and
fats appears to be less responsive to price and income
than the demand for meat, dairy products and fruits
and vegetables, which themselves are less responsive
to income than the demand for other food products.
This ranking of food products is not surprising since
the consumption of “necessities” is generally less
responsive to income changes than that of “luxury”
foods [Tyers and Anderson 1992, Szwacka-Mokrzy-
cka 2018]. Additionally, elasticities estimated on more
disaggregated data (product level) tend to be higher in
absolute terms than those estimated for broader prod-
uct categories (aggregate product level). This might
be attributed to substitution possibilities between dis-
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aggregated products, which reduce the average own
price responses of product aggregates [Eales and
Unnevehr 1988]. It is worth mentioning that there is
lack of direct comparability of data due to the varied
selection of representatives for the aggregate in inter-
national comparisons, such as: dairy, meat, fruits and
vegetables, and cereals.

CONCLUSIONS

A comparative analysis of the standards of living in
Poland against the background of the remaining EU
countries indicates that there still exist discrepancies
between the levels of economic growth within the
European Union. Inequalities in the standards of liv-
ing among EU countries result from differences in
their levels of development, their technological and
educational opportunities as well as the conditions and
functioning of their labour markets. Most post-com-
munist countries, including Poland as a EU Member
State, managed to reduce the level of inequalities
in living standards as a result of socio-economic
changes which occurred in the period considered in
this article. However, this does not mean that the situ-
ation has improved for all social groups in European
countries, as the inequality analysis did not take into
account different types of households. The research-
ers have carried out in-depth analyses to examine the
situation of the Polish population. The findings of the
research show that in the case of certain households,
employees and pensioners in particular, such inequali-
ties have increased and deepened. This indicates the
need to analyse inequalities regarding the standard of
living and consumption, also from a microeconomic
perspective.
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ZMIANY W POZIOMIE ZYCIA GOSPODARSTW DOMOWYCH W POLSCE NA TLE
POZOSTALYCH KRAJOW UNII EUROPEJSKIEJ

STRESZCZENIE

Celem przewodnim pracy jest przedstawienie zmian zachodzacych w poziomie zycia polskich gospodarstw
domowych na tle pozostatych krajow UE. Punktem wyjscia rozwazan jest przedstawienie definicji stanowig-
cych podstawe rozroznienia migdzy poziomem a jakoscig zycia. Nastgpnie zaprezentowano metody pomiaru
poziomu zycia przyjete w UE. Kolejna cze$¢ opracowania prezentuje poziom zycia gospodarstw domowych
w latach 2008-2018. Ostatnia czg¢$¢ artykutu przedstawia zmiany w popycie na zywno$¢ w Polsce na tle
pozostatych krajow UE na przestrzeni ostatniej dekady wedlug wspotczynnikow elastycznosci dochodowe;.
W konkluzji zwrocono uwage na zroéznicowanie poziomu zycia w krajach UE jako rezultat wielu czynnikow,
w szczegblnosci réznic w poziomie rozwoju, a takze uwarunkowan technologicznych i edukacyjnych.

Stowa kluczowe: poziom zycia, standard sity nabywczej, wskaznik rzeczywistej konsumpcji indywidualne;j,

wspotczynnik Giniego
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ABSTRACT

This research describes the main approaches of digital marketing models based on the marketing mix con-
cept. It outlines the main components of various models, such as: “5W” Internet marketing complex of
Mosley-Matchett; “8P” e-marketing mix of researchers at the National Taiwan University (Chen); “6C” set
of elements for an effective website by Chaffey, Mayer, Johnston, Ellis-Chadwick; “4S” web marketing com-
plex of Constantinides; “4Ps+P>C?S*” digital marketing complex (e-marketing mix) created by Kalyanam
and Mclntyre; “3C+1” digital marketing mix of Pastore and Vernuccio; “SIVA” client-oriented information
model of Dev and Schultz; “2P+2C+3S” digital marketing complex presented by Otlakan. The study presents
a comparative analysis of the characteristics of these models, and the pros and cons for using each them as
part of an integrated Internet marketing strategy. The study also creates a structure of Integrated Internet
marketing tools based on the marketing mix concept which includes two blocks of components: key elements
found in the traditional “4P” model and adapted to the Internet environment, and the elements “2P2C2S?”: Per-
sonalization & Privacy, Personnel & People, Customer Service, Community, Synergy & Scope. The authors
formulate a definition of Internet marketing and Integrated Internet marketing, based on the built structure of

integrated Internet marketing of Kalyanam and McIntyre.

Key words: Internet marketing (IM), integrated Internet marketing (IIM), marketing mix, 4P, synergy

JEL codes: D12, F61, L86, M15, M31

INTRODUCTION

The key to marketing theory is the doctrine of the mar-
keting mix — a set of regulated and controlled market-
ing tools that a company uses to meet its needs and
achieve its goal for the desired response of the target
market [Romaniv 2017].

The concept of the marketing mix, in its most fa-
mous version of “4P”, has passed all the stages of evo-
lution characteristic in theories of marketing, and is
a constant subject of discussion among scientists and
practitioners alike. Undoubtedly, “4P” is an important
element in marketing theory and practice. Apparently,
the economic mechanism has undergone numerous

changes since the president of the American Marketing
Association, Borden, first coined the term in a speech
at a meeting of the Association of American Market-
ers in 1953. McCarthy then grounded the concept of
the “4P” marketing mix in 1960 as a set of factors that
managers use as a tool to achieve their marketing goals
[Pogoreluy 2016].

As noted by researchers Kalyanam and Mclntyre,
the marketing mix is a collection of thousands of trace
elements grouped together to simplify the activities
of the marketing manager [Kalyanam and Mclntyre
2002]. Is this mixture valid in a digital context or not?
The question is whether it will be possible and con-
venient to expand the number of elements included in
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the structure, or whether it will be necessary to com-
pletely abandon this model and create a new one.

The goal of this article is to consider the scientific
approaches to the components of the marketing mix,
identify the pros and cons of each model, and identify
those components that will characterize a more mod-
ern integrated marketing system.

MATERIAL AND METHODS

The commercialization of the Internet has led to the
emergence of a virtual business model that is involved
in various types of commercial and non-commercial
online activities. In this regard, marketing scholars and
practitioners face several unique challenges, but at the
same time, there is a chance for: greater customer em-
powerment; new forms of communication and inter-
action; reduction of communication time constraints;
increased global customer accessibility; higher degree
of market transparency; and difficulties in maintaining
competitive advantage [Romaniv 2017].

The lack of interactivity and personalization, the
lack of strategic elements and the inability to create
and collaborate with communities are among the most
commonly mentioned weaknesses of the classic mar-
keting mix. Therefore, the traditional marketing mix
should be complemented by new tools in the field of
Internet marketing.

According to Mosley-Matchett, a successful on-
line presence is based on a website that should be
developed based on a “5W” marketing mix: (1) who
— target audience/market, (2) what — content, (3) when
—terms and updates, (4) where — searchability, (5) why
— unique sales and deals [Mosley-Matchett 1997].

Pastore and Vernuccio proposed the “3C+I”
model: community, connectivity, content, and inter-
face, in which the “4P” model is integrated into the
online environment [Pastore and Vernuccio 2004].
Here contextualization means adaptation to a differ-
ent environment, to the online context.

Researcher Chen assumes the importance of the
environment and the ability of the model to interact
with the external environment. This view was previ-
ously substantiated by researchers at the National Tai-
wan University. Chen substantiates the model “8P”,
in which four elements are traditional “P” (product,
price, place, promotion) and the other four are: preci-

118

sion, payment systems, personalization, push and pull
[Chen 2006]. He notes such features of “8P”, namely
that: the process of selecting the target segment should
be accurate; the management of database systems
must be perfect; payment systems must be secure and
understandable for customers; the interface should be
flexible and able to adapt to the needs of users; it is
advisable to find a compromise between active com-
munication policy and user requirements.

In addition to marketing tools that include the tra-
ditional “4P”, there are new models justified by dif-
ferent authors. A group of researchers led by scientist
Chaffey believe that the Internet requires a change in
traditional marketing tools, while identifying the eight
most important elements [Chaffey et al. 2000]: audi-
ence, integration, marketing support, brand, strategic
partnership, organizational structure and budget. These
elements are explored in strategic marketing planning.

Kalyanam and Mclntyre include additional ele-
ments in the “4P” model, forming the “4P+P*C*S*”
model [Kalyanam and McIntyre 2002]. In their view,
such a model has a broader context that can give
a more complete classification of the elements, as
shown in Figure 1.

Kalyanam and Mclntyre also show in their work
the features that are appropriate for each email mar-
keting tool. For example, Customer Service includes:
Frequently Asked Questions (FAQs) and Help Desk,
managing e-mail requests, chat; at the same time,
the Community can be attributed to: chat rooms, rat-
ing and user reviews, wish lists, reputation rating. As
the authors note, the tools of the structure perform
different functions, and very often it happens at the
same time. For example, the same e-mail may reflect
a function performed by both Customer Service and
the Community, so the two elements are overlapping
tools. So Amazon.com may receive an email contain-
ing a review of a book that was sent by a customer
(Community) in response to a request from a company
(Customer Service). Thus, the classification of mar-
keting mix tools by type of activity gives a clear idea
of what should be considered when developing a mar-
keting plan for e-business or Internet marketing.

Based on the assertion that the “4P” model is not
critical to modern Internet marketing, Constantinides
in 2002 proposed his “4S” web marketing mix model,
which is an integrated approach to managing enterprise
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Basic Situational
Product Price
* Assortment » Dynamic Pricing
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 Planning & Layout * Reverse auctigis
Tools « Name your pfice
Promotion
Place * Online ads
« Affiliates * Sponsored Links
* Remote  Outgoing e-mails
Hosting « Viral marketing
* Recommendatjons
4p°
« Customisation Personalisation The
« Individualisation e-Marketing Mix
* Rules Based System Privacy
« Collaborate filtering
pP? » Chat rooms
* User Rating
& Reviews
. Customer . L
FAQs & Help Desk Community « Registries &
« Email Response Mgmt Wish lists
« Chat Service )
c? * Reputation
Scoring
|
* Home Page 2 ) .
« Navigation and search S Site | Sales Promotion
« Design and layout of the .
page Security
« e-Coupons
Overlapping
Fig. 1. Taxonomy of email marketing according to “4P+P*C*S*” model

Source: Authors’ elaboration based on Kalyanam and McIntyre [2002].

presence on the Internet that includes four critical
e-marketing ingredients: scope, site, synergy, system.
The content of this model extends to the strategic and
business organizational level and substantiates the
following elements: strategic goals; market analysis;
research into the company’s potential; the level of de-
velopment of e-commerce; the strategic role of e-com-
merce for the business entity; a modern web platform,
spacious data warehouse and an efficient security sys-
tem [Constantinides 2002].

Comparing the “4S”, “4P” and “4C” models, Chek-
itan Dev and his co-authors see strategic elements in
the “4S” that differentiate it from other models. This
model combines strategic and tactical marketing. They
believe that the “4S” seems to be the most effective
tool for online companies. However, it is not suitable
for all businesses. For companies offering their prod-
ucts on their corporate websites, the “4S” model is ef-
fective. However, if the manufacturer is not a seller to
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the end consumer and all sales occur through partner
sites (online stores), then such a company should fo-
cus on the “4C” model, which aims to differentiate its
product from the products of its competitors.

In 2005, Dev and Schultz proposed a “SIVA”
model, such as “4C” and “4A”: each of the elements
of the marketing complex corresponds to a sign of
customer behavior. Product is a solution to a buyer’s
problem; promotion provides information for decision
making; price shoes the value of purchase; distribution
gives access to the product [Dev and Schultz 2005].

In the same year Otlakan offered the model
“2P+2C+3S”, which is a complex of electronic mar-
keting and includes: personalization, privacy, custom-
er service, community, site, security, and sales promo-
tion [Otlacan 2005].

The characteristics of the marketing mix concept
models for Internet marketing, and their advantages
and disadvantages are collected in Figure 2.
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Many misunderstandings about a number of key
concepts in the marketing complex arise from the fact
that different authors put different content into this
structure. It is important to first understand what con-
stitutes a marketing complex or marketing structure.
Most experts believe that it is based on a marketing
mix which is a set of managed parameters and market-
ing tools that are used by a company to best meet the
needs of their target markets. Since marketing is aimed
at meeting the needs of consumers, these positions are
externally oriented. The inclusion in the marketing
complex of various factors (rather than tools) that af-
fect the ability to carry out marketing activities, but are
not in the field of management by the organization, is
contrary to the definition of marketing complex. This
is especially true of environmental factors, for exam-
ple when people are included in the marketing mix,
meaning in this case consumers, or when purchase is
included, which is more likely to characterize consum-
er activity. Product, price, distribution and promotion
can be managed directly, but consumer cannot. It fol-
lows that the tools of the marketing complex belong to
the internal environment of the organization.

From this point of view, the concept of “4C”
(needs of consumers, consumer costs, convenience of
purchasing products, communication) does not stand
up to criticism. This concept does not represent mar-
keting tools, but rather the direction and the purpose
of using these tools. All components of this concept
in other formulations are reflected in the tools of the
traditional marketing complex “4P”.

It is also unacceptable to include in the marketing
complex the tools of other fields of activity besides
marketing. For example, Process, usually a service
delivery process, is a production tool, not a market-
ing tool. Incorporating into the traditional structure of
the marketing complex, for example, the Personnel
component also violates this principle. Staffing is one
of the components of marketing potential. Personnel
is included in all four marketing tools as each is im-
plemented by employees. In addition, it is impossible
for staff to manipulate the product assortment and its
price, for example. Other components of marketing
activity potential are information, technical, organi-
zational and other provisions of marketing activities.
From this point of view, the components of marketing
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potential can also be considered as tools of the market-

ing complex, creating another parallel structure that is

not part of “4P”. In this plan, we can consider Internet
marketing tools in three ways:

— as tools of modern information support, marketing
potential (in models — content, interface, commu-
nication means, community);

— as online tools for the implementation of certain
tools of the traditional marketing complex — promo-
tion through the Internet, the use of online stores,
etc.;

— components of a complex of marketing tools, which
can be divided into targeting (basic in the market-
ing complex) and providing (which are aimed at
the effective use of the basics in the marketing sys-
tem).

Thus, based on different classification features, dif-
ferent approaches to determining the structure of the
marketing complex are possible. The main criterion is
that they meet the definition of this concept.

RESEARCH RESULTS

Analyzing the scientific works of domestic and for-
eign authors, it appears that the only detailed concept
of a marketing complex adapted to the Internet is the
concept of network marketing which uses the acronym
“4P+P>C*S*’. However, this concept has many nuanc-
es that are prone to criticism. Therefore, we will look
at its shortcomings and offer a variant of a marketing
complex that is adapted to the Internet and modern
conditions.

One controversial point of the “4P+P2C2S*” con-
cept can be seen when we consider companies whose
core business is offline. The website is, in this case,
a tool of two elements of the marketing complex —
promotion and distribution — since the buyer can place
an order online. This undoubtedly creates an alterna-
tive and — for some companies and products — major
distribution channel. The website is thus a tool of the
“Promotion” component, as the Internet enhances
a company'’s ability to successfully promote itself and
its products. The Internet as a whole, as an audience
feed, has many advantages over traditional media and
other information channels. Thus, an Internet website
is able to provide only a partial marketing complex.
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Kalyanam and Mclntyre paid little attention to the
trace element of Content in their marketing concept. In
most cases, the information contained on a website is
the value through which the customer came to the site.
The customer goes to the Internet first of all for the
necessary information, and only then pays attention to
the site’s design and usability. And most consumers
make a purchase in an online store after first carefully
studying the product information through various on-
line searches — which is one reason that online descrip-
tions are distributed along with online stores.

Thus, it is possible to distinguish the marketing
components of a Product in the integrated Internet
marketing complex:

1. Product online — a product or service that is sold
over the Internet (a separate type of products,
goods, services), a virtual product, a search prod-
uct. It is by studying this element that a unique sell-
ing point or product statement can be developed
— a distinctive consumer motive, an alternative to
image and entertainment advertising.

2. Content — of the website is one of the most impor-
tant components.

3. Design — exterior design will allow the website to
acquire an individual face, stand out from the mass
of competitors. Provides better memory for users.
The site design can be compared with the corpo-
rate style of the company or with the design of the
product offline.

4. Usability — this element includes the following
trace elements: a handy link system, FAQ sections,
authorization system, and more.

5. Physical evidence — includes all those physical
objects and visual images that allow a potential
consumer to evaluate and predict the quality of a
future service. Should also be considered as part of
a Product component, especially when providing
services. In this case, some kind of confirmation is
needed: reviews, recommendations or certificates.

6. Elements such as Assortment, Configuration En-
gine, and Planning & Layout Tools — can also be
featured in the Integrated Internet marketing struc-
ture, especially when selling goods via the Internet,
as well as in a shop.

Summing up, we can say that the content and
proportion of the elements of content, design and
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usability in the Product component completely de-

pends on the specialization of the site, the market

situation and user preferences.

The development of digital technology and the ca-
pabilities of the Internet add complexity to the tradi-
tional understanding of Price as an element of the “4P”
model, since the location of the outlet is difficult to
determine. The physical place of the transaction be-
comes virtual and involves the intangible aspects of
the transaction. Bhatt and Emdad emphasize that the
major contribution of the Internet to the development
of commerce is not simply the ability to sell goods on-
line, but rather its ability to rebuild a manufacturer’s
relationship with customers [Bhatt and Emdad 2001].

A feature of Promotion on the Internet is the form
of information messages and promotion channels. On-
line stores use the following promotion tools:

1. Search Advertising (ads on search engine pages
that depend on a user’s query at a particular point
in time);

2. Display Advertising (image or video ads, the im-
pressions of which depend on the theme of the ad-
vertising platform, which precedes the behavior of
the user and his socio-demographic characteristics);

3. Search Engine Optimization (a set of measures to
promote the site in search engines);

4. Product Aggregators (Rosetka, OLX and other
similar sites, which show products from many dif-
ferent online stores);

5. Remarketing (impressions for advertisers to users
who were already interested in products in the on-
line store)

6. e-Mail Marketing (e-mailing clients about promo-
tions, discounts, sales, competitions, new products
and hits, sales of accessories to previously pur-
chased goods);

7. Social Media Marketing (publication of interesting
content, targeted advertising, work with thought
leaders, posting reviews, reputation management,
anti-negativity and other similar activity on social
networks, forums and blogs);

8. Affiliate Marketing (online store partners are re-
warded for engaging visitors who leave their con-
tact information, sign up for a website, sign up for
a newsletter, order an item, or perform other im-
portant activities);
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9. Public Relations (articles and publications in the
media, communication with the business press,
mentions on television and radio, the organization
attracts attention of events, competitions, work
with celebrities);

10. Offline Advertising (outdoor advertising, advertis-
ing on television, radio and offline sales points);

11. Discounts, Promotions and Loyalty Programs.

The Internet allows to obtain information that can
be used to influence consumers (customers). Properly
organized interactive communication with the manu-
facturer allows to create the necessary customer base.
The Internet differs from other media and communica-
tions in that online communication allows addressing
messages directed at a specific target consumer with
a degree of flexibility. Therefore, the goal of online
communication is not only to promote the product, but
also to build trust with customers. Thus, the content
of the element Promotion should, in addition to the
traditional criteria (such as promotion, advertising,
PR, sales promotion), include criteria for interactive
interaction, multimedia capabilities, trust between the
manufacturer and the buyer.

Place should be understood as a point of sale, for
Internet marketers the point of interaction when mak-
ing a purchase decision (for example, a website, land-
ing, an advertisement, a social networking group, etc.).
A properly chosen point of communication with the
target audience and the convenience of communica-
tion with the seller play a huge role. Often, this aspect
does not allow the company to sell well, even if there
is a competitive bid.

Personalisation & Privacy can be included in the
element of usability, as personalization is created for
the user, not to solve the needs of the site owner, and
provide a component of the Internet marketing com-
plex. The site administrator has no right to force users
to leave information about themselves and, in general,
it is considered bad form on the Internet to force users
to register in order to access information. Registration
must be voluntary. Information security is an integral
part of a website’s features. But as an element of Per-
sonalization and Security, it can also be brought to the
macro level of the structure for detailed study by the
enterprise. With the strengthening of information se-
curity rights and a personalized approach to service
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marketing, this element becomes more important in
the marketing structure.

The security element should also include Person-
nel & People. The term appeared in connection with
the development of relationship marketing and serv-
ice marketing. The term people refers to people who
are able to influence the perception of goods of the
target market: employees representing the company
and the product; sales staff or call center staff who are
in contact with the target consumer; consumers who
are “thought leaders” in the category; manufacturers
that can affect the value and quality of the product.
This term also includes important consumer groups
— loyal customers and VIP customers who generate
significant sales for the company. The importance
of these people is due to the fact that they can have
a significant impact on the perception of the product of
the target consumer.

The Customer Service element is essentially a feed-
back. Clients can independently select the department
or person they want to contact, they can be provided
a list of questions to choose from for faster response,
and many sites offer a section with answers to fre-
quently asked questions (FAQs). All this undoubtedly
enhances the usability of the site and improves the
convenience of feedback. Therefore, we can include
the element Customer Service in the traceability of
Usability, or attributed to the macro level, since for
example in the field of services, this element is also
important [Burchakow 2006].

Integrated digital marketing is, as it sounds, the
integration of multiple marketing strategies to form
a cohesive online approach for business. It typically
entails the following: web development and design,
search engine optimization (SEO) and search engine
marketing (SEM), content marketing, social media
marketing, local listings management, paid advertis-
ing campaigns. The idea behind integrated digital mar-
keting is that, while each individual strategy doesn’t
have a huge impact on its own, when used in conjunc-
tion, a more influential online presence can be created.
So, the peculiarity of Integrated Internet marketing is
the presence of synergistic effect, taking into account
the field of activity and the role of strategic planning.
Therefore, it is advisable to pay special attention to
parts of the Constantinides model:
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1. Scope — identifies the major strategic issues under-
lying the online presence; they are subject to con-
tinuous review and evaluation.

2. Scale — issues include markets and competitors,
competitors’ profiles, the impact of online operations
on current internal processes, and the identification
of the strategic role of a firm’s online presence.

3. Synergy — denotes the integration between an
online presence and the internal organization of
a company. On-line firms maximize their influence
in the market by benefiting from synergies with
ongoing commercial and organizational processes
in parallel with full-scale commercial networking
[Constantinides 2002].

Targeting elements of Integrated Internet marketing (marketing mix elements)“4P”

Thus, the structure of a complex of Integrated In-
ternet marketing tools is built on the basis of: the tra-
ditional “4P” marketing mix, the “4S” web marketing
mix of Constantinides (WMM model), the “7P” model
of Bitner et al. [1990], the “8P” model of researchers
at National Taiwan University, and the E-marketing
mix “4Ps+P>C*S*’ of Kalyanam and MclIntyre (Fig. 3).
This model is aimed at B2C and B2C markets.

Taking into account the idea of an integrated ap-
proach that encompasses the target structure for mar-
kets and consumers, and provides components of
Internet marketing, it is possible to formulate the au-
thors’ definition of Internet marketing: an innovative
Internet mix (ideas, content, methods and resources)

Planning & Layout Tools
Physical evidence (reviews,
certificates)

Video marketing

Blogging Experts

Affiliate programs

Web-conference (podcasts, webcasts, broadcasts,
webinars)

Product Price Promotion Place
Virtual product/service Dynamic Online ads: media, teaser, contextual, banner, and Affiliates
Unique selling proposition Pricing, more Remote Hosting
(USP) Forward Sponsored Links Site
Content auctions, QOutgoing e-mails Mobile applications
Design Reverse Viral marketing Mailing tools
Usability auctions, Hidden marketing Messengers
Assortment Name your Recommendations Advertisements
Configuration Engine price Direct marketing Social networks

IIM complex “4P+2P°C?*S*

with external stakeholders

Personalisation/Privacy Personnel/People Customer Service Community
Customisation Marketers FAQs and Help Chat rooms
Individualisation SMM and SEO Desk, User Rating & Reviews
Rules Based System — expert coded specialists Email Response Registries & Wish lists
knowledge system in a specific industry, Advertising Mgmt, Reputation Scoring
through which clients can find the answers to Managerand more Chat, Social media community
their questions Sales or call center Online helper — Call Messenger communities
Collaborate filtering — a method that provides staff center,
automatic predictions (filtering) on the interests Consumers' thought Delivery
of the user by the collected information about leaders' Payments
the tastes of multiple users Manufacturers
Targeting

Synergy/Scope

Analysis of markets and competitors, profiles of competitors, impact of online operations on current internal processes
and identification of strategic role of online presence of the firm. Integration with front office. Back-office integration. Integration

Providing elements of Integrated Internet marketing “2P?C?S*’

Fig. 3.

Source: Authors’own research.

124

Structure of integrated Internet marketing tools based on marketing mix concept

acta_oeconomia.sggw.pl



Vynogradova, O., Drokina, N. (2020). The structure of an integrated Internet marketing complex, based on the marketing-mix
concept. Acta Sci. Pol. Oeconomia 19 (3), 117-126, DOI: 10.22630/ASPE.2020.19.3.34

on the use of information channels in cyberspace for
marketing activities that aim to make a profit, and to
create and maintain competitive and consumer advan-
tages, in order to best achieve customer satisfaction
and increase their awareness of companies, brands,
products and services.

This definition includes the technical characteris-
tics of the Internet, innovative marketing tools used on
the Internet, namely the use of a wide range of digital
communication channels aimed at achieving market-
ing goals, such as attracting new customers and man-
aging relationships with existing customers, taking
into account specific features of Internet marketing, as
well as the importance of a strategic approach to Inter-
net marketing management.

At the same time, it is possible to define Integrated
Internet marketing as coherence (coordination of pro-
cesses, connectivity of elements) of Internet marketing
based on the omnichannel approach and the general
structure of marketing of the enterprise for strengthen-
ing efforts to achieve the set goals. Thus, integrated
Internet marketing is part of the system of integrated
marketing in the enterprise and includes integrated
marketing communications on the Internet to achieve
goals by achieving a synergistic effect of its imple-
mentation. Management of integrated Internet market-
ing, in turn, is based on the use of marketing tools on
the Internet and the choice of an effective functional
strategy of Internet marketing.

CONCLUSIONS

Research of scientific approaches and application of
the marketing mix concept to digital marketing com-
ponents shows the lack of a unified approach. Some
models are aimed at the consumer and the B2C mar-
ket (for example: “5SW” of Mosley-Matchett; “6C” of
Chaffey, Mayer, Johnston, Ellis-Chadwick; “3C+I” of
Pastore and Vernuccio; “SIVA” of Dev and Schultz),
while others are aimed exclusively at the B2B market
and do not properly take into account customer focus
(such as: e-marketing mix “4Ps+P>C?S*” by Kalyanam
and Mclntyre).

In addition, some components, such as people, per-
sonnel, processes, conflict with the original marketing
mix concept. Based on the research, it was decided to
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take Kalyanam and Mclntyre model as a basis, but to
distinguish two blocks of constituent elements in the
structure of the Integrated Internet marketing complex:
targeting elements based on the traditional “4P” model
adapted to the Internet environment and providing ele-
ments “2P?>C?S?": Personalisation & Privacy, Personnel
& People, Customer Service, Community, Synergy &
Scope. This structure of Integrated Internet marketing
tools based on the marketing mix concept allowed to
formulate the authors’ definition of Internet marketing
and Integrated Internet marketing and can be used to
assess the effectiveness of the entire complex of Inter-
net marketing and its components at the enterprise.

REFERENCES

Bitner, M., Booms, B., Tetrault, M.S. (1990). The Service
Encounter: Diagnosing favourable and unfavourable in-
cidents. Journal of Marketing, 54 (1), 71-84.

Bhatt, G., Emdad, A.F. (2001). An Analysis of the Virtual
Chain in Electronic Commerce. Logistics Information
Management, 14 (1/2), 78-85.

Burchakow, R. (2006). Kompleks marketinga v Internete.
Prakticheskiy marketing, 12 (118), 6—12.

Chaffey, D., Mayer, R., Johnston, K., Ellis-Chadwick, F.
(2000). Internet Marketing, Strategy, Implementation
and Practice. Pearson Education Limited, Edinburgh.

Constantinides, E. (2002). The 4S WebMarketing Mix
model. Electronic Commerce Research and Applica-
tions, 1, 57-76.

Chen, C-Y. (2006). The comparison of structure differences
between internet marketing and traditional marketing.
International Journal of Management and Enterprise
Development, 3 (4), 397-417.

Dev, C.S., Schultz, D.E. (2005). Simply SIVA. Marketing
Management, 14 (2), 36-41.

Kalyanam, K., McIntyre, S. (2002). The E-marketing Mix:
a Contribution of the E-Tailing Wars. Academy of Mar-
keting Science Journal, 30 (4), 487—499.

Mosley-Matchett, J.D. (1997). Include the Internet in Mar-
keting Mix. Marketing News, 31, 25, 10-25.

Otlacan, O. (2005). E-Marketing Strategy: 7 Dimensions to
Consider.The E-Marketing Mix. Retrieved from: https://
ezinearticles.com/?e-Marketing-Strategy:-7-Dimen-
sions-to-Consider-(the-e-Marketing-Mix)&id=21976
[accessed 12.03.2020].

Pastore, A., Vernuccio, M. (2004). Marketing, Innovazione
e Tecnologie Digitali. Una lettura in ottica sistemica.
Cedam, Padua.

125



Vynogradova, O., Drokina, N. (2020). The structure of an integrated Internet marketing complex, based on the marketing-mix
concept. Acta Sci. Pol. Oeconomia 19 (3), 117-126, DOI: 10.22630/ASPE.2020.19.3.34

Pogoreluy, M.Y (2016). Transformatsiya soderzhaniya  Romaniv, A.S. (2017). Suchasni modyfikatsii modeli mar-

kontseptsii marketing miks s uchYotom razvitiya in- ketynh-miks ta osoblyvosti yikh zastosuvannia u turyz-
formatsionnyih tehnologiy. Nauchnyiy rezultat. Ekono- mi. Visnyk Khmelnytskoho natsionalnoho universytetu.
micheskie issledovaniya, 2 (4), 38—45. Ekonomichni nauky, 2 (2), 251-256.

STRUKTURA ZINTEGROWANEGO KOMPLEKSU MARKETINGU INTERNETOWEGO
WEDLUG KONCEPCJI MARKETINGU MIX

STRESZCZENIE

Niniejsze badanie opisuje glowne podejscia do cyfrowych modeli marketingowych opartych na koncepcji
marketingu mix. W artykule przedstawiono gtéwne sktadniki réznych modeli, takich jak: kompleks marke-
tingu internetowego ,,SW” Mosley-Matchetta; ,,8P” e-marketing mix naukowcow z National Taiwan Uni-
versity (Chen); zestaw elementow ,,6C” skutecznej witryny internetowej autorstwa Chaffeya, Mayera, John-
stona, Ellis-Chadwicka; kompleks marketingu internetowego ,,4S” Constantinidesa; kompleks marketingu
cyfrowego ,,4Ps+P2C2S3” (e-marketing mix) stworzony przez Kalyanama i McIntyre’a; digital marketing
mix ,,3C+I” Pastore’a i Vernuccio; model informacyjny firmy Dev i Schultz zorientowany na klienta ,,SIVA”;
kompleks marketingu cyfrowego ,,2P+2C+3S” przedstawiony przez Otlacan. W pracy przedstawiono analize
poréwnawcza cech tych modeli oraz zalet i wad wykorzystania kazdego z nich w ramach zintegrowane;j stra-
tegii marketingu internetowego. Stworzono strukturg zintegrowanych narze¢dzi marketingu internetowego
opartg na koncepcji marketingu mix, na ktorg sktadajg si¢ dwa bloki sktadowe: elementy kluczowe wystg-
pujace w tradycyjnym modelu ,,4P”, dostosowane do $rodowiska internetowego oraz elementy ,,2P>C2S?”:
personalizacja i prywatno$¢, personel i ludzie, obstuga klienta, spotecznos¢, synergia i zakres. Autorzy for-
muluja definicj¢ marketingu internetowego i zintegrowanego marketingu internetowego na podstawie zbu-
dowanej struktury zintegrowanego marketingu internetowego Kalyanama i Mclntyre’a.

Stowa kluczowe: marketing internetowy, zintegrowany marketing internetowy, marketing mix, 4P, synergia
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